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Welcome to the eleventh edition of Intermediate Microeconomics and Its Application. This is the second edition of our co-authorship, and we hope that this edition will be even more enjoyable and easier to learn from than its predecessors. To those ends we have added a wide variety of new material to the text and streamlined the presentation of some of the basic theory. We have also added a number of student aids that we hope will enhance the ability to deal with the more analytical aspects of microeconomics. As always, however, the book retains its focus on providing a clear and concise treatment of intermediate microeconomics.

The principal addition to this edition in terms of content is an entirely new chapter on behavioral economics (Chapter 17). This is an area of microeconomics where research has been expanding greatly in recent years, and we believe it is important to give instructors the option to cover some of this fascinating material. In this chapter, we discuss cases in which traditional models of fully rational decision makers seem to be at odds with observed choice behavior (in the real world and laboratory experiments). We point out how the traditional models can be modified to handle these new considerations, building on what students should already know about microeconomics, stressing the linkages between this chapter and other parts of the text.

Many other chapters in this edition have been extensively rewritten. Some of the most important changes include:

- Combining the chapters on individual and market demand curves into a single, more compact chapter;
- Revising the basic chapter on behavior under uncertainty so that it is better coordinated with later material on game theory, asymmetric information, and behavioral economics;
- Merging what were previously two chapters on the competitive model and its applications into a single, unified treatment;
- Thoroughly revising the chapter on monopoly with the goal of stressing the connections between this chapter and the next one on imperfect competition; and
- Adding a variety of new material to the chapter on time in microeconomics.

Overall, we hope that these changes will increase the cohesiveness of the book by showing students the ways in which the many strands of microeconomics are interconnected.

We believe that the boxed applications in this book are a great scheme for getting students interested in economics. For this edition, we have updated all of our
favorite applications, dropped those that seem less compelling, and added about twenty-five new ones. We have tried to focus some of these new ones on issues that have arisen in the recent financial crisis. Some examples include:

- Stock Options and Accounting Fraud;
- Moral Hazard in the Financial Crisis;
- Household Financial Decisions; and
- Regulating the Scope of Banks.

Many other aspects of the crisis are mentioned in passing in the revised versions of our applications. The other new applications cover a broad range of topics including:

- The Energy Use Paradox;
- Choosing Standards for HD DVDs;
- Searching on the Internet;
- Costs of “Social Responsibility”;
- Pricing of Bagels and Catalogue Sales;
- Anti-Terrorism Strategy; and
- Fourth-Down Strategy in Football

We hope that the breadth of coverage of these applications will show students the wide array of topics to which economic analysis can be fruitfully applied.

For the eleventh edition, the two most significant additions to the many student aids in the book is the inclusion of additional worked-out numerical examples, and new Policy Challenge discussions at the ends of many of the Applications. We have included the worked-out examples to assist students in completing the numerical problems in the book (or those that might be assigned by instructors). Many of these examples conclude with a section we label “Keep in Mind,” where we offer some advice to students about how to avoid many of the most common pitfalls by students that we have encountered in our teaching. We have also improved the other student aids in the text by updating and refocusing many of the Micro-Quizzes, Review Questions, and Problems.

TO THE INSTRUCTOR

We have tried to organize this book in a way that most instructors will want to use it. We proceed in a very standard way through the topics of demand, supply, competitive equilibrium, and market structure before covering supplemental topics such as input markets, asymmetric information, or externalities. There are two important organizational decisions that instructors will need to make depending on their preferences. First is a decision about where to cover uncertainty and game theory. We have placed these topics near the front of the book (Chapters 4 and 5), right after the development of demand curves. The purpose of such an early placement is to provide students with some tools that they may find useful in subsequent chapters. But some users may find coverage of these topics so early in the course to be distracting and may therefore prefer to delay them until later. In any
case, they should be covered before the material on imperfect competition (Chapter 12) because that chapter makes extensive use of game theory concepts.

A second decision that must be made concerns our new chapter on behavioral economics (Chapter 17). We have placed this chapter at the end because it represents a departure from the paradigm used throughout the rest of the book. We realize that many instructors may not have the time or inclination to cover this additional topic. For those that do, one suggestion would be to cover it at the end of the term, providing students with an appreciation of the fact that economics is not cut-and-dried but is continually evolving as new ideas are proposed, tested, and refined. Another suggestion would be to sprinkle a few behavioral topics into the relevant places in the chapters on consumer choice, uncertainty, and game theory.

Previous users of this text will note that there are two places where two chapters have been merged into one. What were previously separate chapters on individual and market demand curves have now been combined into a single chapter on demand curves. We believe this is the more standard approach and will permit instructors to get to the “bottom line” (that is, market demand curves) more quickly. Second, we have merged what was previously a separate chapter on applications of the competitive model into the final portion of the chapter on perfect competition. This should allow the instructor to spend less time on these applications while, at the same time, allowing them to illustrate how the competitive model is the workhorse for most applied analysis.

Both of us have thoroughly enjoyed the correspondence we have had with users of our books over the years. If you have a chance, we hope you will let us know what you think of this edition and how it might be improved. Our goal is to provide a book that meshes well with each instructor’s specific style. The feedback that we have received has really helped us to develop this edition and we hope this process will continue.

TO THE STUDENT

We believe that the most important goal of any microeconomics course is to make this material interesting so that you will want to pursue economics further and begin to use its tools in your daily life. For this reason, we hope you will read most of our applications and think about how they might relate to you. But we also want you to realize that the study of economics is not all just interesting “stories.” There is a clear body of theory in microeconomics that has been developed over more than 200 years in an effort to understand the operations of markets. If you are to “think like an economist,” you will need to learn this theoretical core. We hope that the attractive format of this book together with its many learning aids will help you in that process. As always, we would be happy to hear from any student who would care to comment on our presentation. We believe this book has been improved immeasurably over the years by replying to students’ opinions and criticisms. We hope you will keep these coming. Words of praise would also be appreciated, of course.
SUPPLEMENTS TO THE TEXT

A wide and helpful array of supplements is available with this edition to both students and instructors.

- An Instructor’s Manual with Test Bank, by Walter Nicholson and Christopher Snyder, contains summaries, lecture and discussion suggestions, a list of glossary terms, solutions to problems, a multiple-choice test bank, and suggested test problems. The Instructor’s Manual with Test Bank is available on the text Web site at http://www.cengage.com/economics/nicholson to instructors only.
- Microsoft PowerPoint Slides, revised by Philip S. Heap, James Madison University, are available on the text Web site for use by instructors for enhancing their lectures.
- A Study Guide and Workbook, by Brett Katzman, Kennesaw College, includes learning objectives, fill-in summaries, multiple-choice questions, glossary questions, exercises involving quantitative problems, graphs, and answers to all questions and problems.
- The text Web site at http://www.cengage.com/economics/nicholson contains chapter Internet Exercises, online quizzes, instructor and student resources, economic applications, and more.
- Organized by pertinent economic categories and searchable by topic, these features are easy to integrate into the classroom. EconNews, EconDebate, and EconData all deepen your students’ understanding of theoretical concepts with hands-on exploration and analysis through the latest economic news stories, policy debates, and data. These features are updated on a regular basis. The Economic Applications Web site is complementary to every new book buyer via an access card packaged with the books. Used book buyers can purchase access to the site at http://econapps.swlearning.com.

ACKNOWLEDGMENTS

Most of the ideas for this edition came from very productive meetings we had with Susan Smart and Mike Roche at Cengage Learning Publishing and from a series of reviews by Louis H. Amato, University of North Carolina at Charlotte; Gregory Besharov, Duke University; David M. Lang, California State University, Sacramento; Magnus Lofstrom, University of Texas, Dallas; Kathryn Nance, Fairfield University; Jeffrey O. Sundberg, Lake Forest College; Pete Tsournos, California State University, Chico; and Ben Young, University of Missouri, Kansas City. Overall, we learned quite a bit from this process and hope that we have been faithful to many of the helpful suggestions these people made.

Once again, it was the professional staff at Cengage Learning and its contractors that made this book happen. In addition to Susan Smart and Mike Roche, we owe a special thanks to Dawn Shaw, who guided the copyediting and production of the book. She proved especially adept at dealing with a variety of incompatibilities among the various electronic versions of the book, and we believe that will make life much easier for us in the long run. The Art Director for this edition was Michelle
Kunkler, who managed to devise ways to incorporate the many elements of the book into an attractive whole. We also thank our media editor, Deepak Kumar, and the marketing team—John Carey and Betty Jung—for their respective contributions.

We certainly owe a debt of gratitude to our families for suffering through another edition of our books. For Walter Nicholson, most of the cost has been borne by his wife of 42 years, Susan (who should know better by now). Fortunately, his ever expanding set of grandchildren has provided her with a well-deserved escape. The dedication of the book to them is intended both as gratitude to their being here and as a feeble attempt to get them to be interested in this ever-fascinating subject.

Christopher Snyder is grateful to his wife, Maura, for accommodating the long hours needed for this revision and for providing economic insights from her teaching of the material. He is grateful to his daughters, to whom he has dedicated this edition, for expediting the writing process by behaving themselves and for generally being a joy around the house. He also thanks his Dartmouth colleagues for helpful discussions and understanding. In particular, Jonathan Zinman provided extensive comments on the behavioral chapter.

Walter Nicholson
Amherst, Massachusetts
May 2009

Christopher Snyder
Hanover, New Hampshire
May 2009
A central assumption in this text is that people make the best choices they can given their objectives. For example, in the theory of choice in Chapter 2, a consumer chooses the affordable bundle maximizing his or her utility. The setting was made fairly simple by considering a single consumer in isolation, justified by the assumption that consumers are price takers, small enough relative to the market that their actions do not measurably impact others.

Many situations are more complicated in that they involve strategic interaction. The best one person can do may often depend on what another does. How loud a student prefers to play his or her music may depend on how loud the student in the next dorm room plays his or hers. The first student may prefer soft music unless louder music is needed to tune out the sound from next door. A gas station’s profit-maximizing price may depend on what the competitor across the street charges. The station may wish to match or slightly undercut its competitor.

In this chapter, we will learn the tools economists use to deal with these strategic situations. The tools are quite general, applying to problems anywhere from the interaction between students in a dorm or players in a card game, all the way up to wars between countries. The tools are also particularly useful for analyzing the interaction among oligopoly firms, and we will draw on them extensively for this purpose later in the book.
BACKGROUND

Game theory was originally developed during the 1920s and grew rapidly during World War II in response to the need to develop formal ways of thinking about military strategy. One branch of game theory, called cooperative game theory, assumes the group of players reaches an outcome that is best for the group as a whole, producing the largest “pie” to be shared among them; the theory focuses on rules for how the “pie” should be divided. We will focus mostly on the second branch, called noncooperative game theory, in which players are guided instead by self-interest. We focus on noncooperative game theory for several reasons. Self-interested behavior does not always lead to an outcome that is best for the players as a group (as we will see from the Prisoners’ Dilemma to follow), and such outcomes are interesting and practically relevant. Second, the assumption of self-interested behavior is the natural extension of our analysis of single-player decision problems in earlier chapters to a strategic setting. Third, one can analyze attempts to cooperate using noncooperative game theory. Perhaps most importantly, noncooperative game theory is more widely used by economists. Still, cooperative game theory has proved useful to model bargaining games and political processes.

BASIC CONCEPTS

Game theory models seek to portray complex strategic situations in a simplified setting. Like previous models in this book, a game theory model abstracts from many details to arrive at a mathematical representation of the essence of the situation. Any strategic situation can be modeled as game by specifying four basic elements: (1) players, (2) strategies, (3) payoffs, and (4) information.

Players

Each decision maker in a game is called a player. The players may be individuals (as in card games), firms (as in an oligopoly), or entire nations (as in military conflicts). The number of players varies from game to game, with two-player, three-player, or \( n \)-player games being possible. In this chapter, we primarily study two-player games since many of the important concepts can be illustrated in this simple setting. We usually denote these players by \( A \) and \( B \).

Strategies

A player’s choice in a game is called a strategy. A strategy may simply be one of the set of possible actions available to the player, leading to the use of the terms strategy and action interchangeably in informal discourse. But a strategy can be more complicated than an action. A strategy can be a contingent plan of action based

on what another player does first (as will be important when we get to sequential games). A strategy can involve a random selection from several possible actions (as will be important when we get to mixed strategies). The actions underlying the strategies can range from the very simple (taking another card in blackjack) to the very complex (building an anti-missile defense system). Although some games offer the players a choice among many different actions, most of the important concepts in this chapter can be illustrated for situations in which each player has only two actions available. Even when the player has only two actions available, the set of strategies may be much larger once we allow for contingent plans or for probabilities of playing the actions.

**Payoffs**

The returns to the players at the conclusion of the game are called *payoffs*. Payoffs include the utilities players obtain from explicit monetary payments plus any implicit feelings they have about the outcome, such as whether they are embarrassed or gain self-esteem. It is sometimes convenient to ignore these complications and take payoffs simply to be the explicit monetary payments involved in the game. This is sometimes a reasonable assumption (for example, in the case of profit for a profit-maximizing firm), but it should be recognized as a simplification. Players seek to earn the highest payoffs possible.

**Information**

To complete the specification of a game, we need to specify what players know when they make their moves, called their *information*. We usually assume the structure of the game is common knowledge; each player knows not only the “rules of the game” but also that the other player knows, and so forth. Other aspects of information vary from game to game, depending on timing of moves and other issues. In simultaneous-move games, neither player knows the other’s action when moving. In sequential move games, the first mover does not know the second’s action but the second mover knows what the first did. In some games, called games of incomplete information, players may have an opportunity to learn things that others don’t know. In card games, for example, players see the cards in their own hand but not others'. This knowledge will influence play; players with stronger hands may tend to play more aggressively, for instance.

The chapter will begin with simple information structures (simultaneous games), moving to more complicated ones (sequential games), leaving a full analysis of games of incomplete information until Chapter 16. A central lesson of game theory is that seemingly minor changes in players’ information may have a dramatic impact on the equilibrium of the game, so one needs to pay careful attention to specifying this element.

---

2We can still say that players share common knowledge about the "rules of the game" in that they all know the distribution of cards in the deck and the number that each will be dealt in a hand even though they have incomplete information about some aspects of the game, in this example the cards in others' hands.
EQUILIBRIUM

Students who have taken a basic microeconomics course are familiar with the concept of market equilibrium, defined as the point where supply equals demand. (Market equilibrium is introduced in Chapter 1 and discussed further in Chapter 9.) Both suppliers and demanders are content with the market equilibrium: given the equilibrium price and quantity, no market participant has an incentive to change his or her behavior. The question arises whether there are similar concepts in game theory models. Are there strategic choices that, once made, provide no incentives for the players to alter their behavior given what others are doing?

The most widely used approach to defining equilibrium in games is named after John Nash for his development of the concept in the 1950s (see Application 5.1: A Beautiful Mind for a discussion of the movie that increased his fame). An integral part of this definition of equilibrium is the notion of a best response. Player A's strategy \( a \) is a best response against player B's strategy \( b \) if A cannot earn more from any other possible strategy given that B is playing \( b \). A Nash equilibrium is a set of strategies, one for each player, that are mutual best responses. In a two-player game, a set of strategies \((a^*, b^*)\) is a Nash equilibrium if \( a^* \) is player A's best response against \( b^* \) and \( b^* \) is player B's best response against \( a^* \). A Nash equilibrium is stable in the sense that no player has an incentive to deviate unilaterally to some other strategy. Put another way, outcomes that are not Nash equilibria are unstable because at least one player can switch to a strategy that would increase his or her payoffs given what the other players are doing.

Nash equilibrium is so widely used by economists as an equilibrium definition because, in addition to selecting an outcome that is stable, a Nash equilibrium exists for all games. (As we will see, some games that at first appear not to have a Nash equilibrium will end up having one in mixed strategies.) The Nash equilibrium concept does have some problems. Some games have several Nash equilibria, some of which may be more plausible than others. In some applications, other equilibrium concepts may be more plausible than Nash equilibrium. The definition of Nash equilibrium leaves out the process by which players arrive at strategies they are prescribed to play. Economists have devoted a great deal of recent research to these issues, and the picture is far from settled. Still, Nash’s concept provides an initial working definition of equilibrium that we can use to start our study of game theory.

ILLUSTRATING BASIC CONCEPTS

We can illustrate the basic components of a game and the concept of Nash equilibrium in perhaps the most famous of all noncooperative games, the Prisoners’ Dilemma.

The Prisoners’ Dilemma

First introduced by A. Tucker in the 1940s, its name stems from the following situation. Two suspects, A and B, are arrested for a crime. The district attorney has
In 1994, John Nash won the Nobel Prize in economics for developing the equilibrium concept now known as Nash equilibrium. The publication of the best-selling biography *A Beautiful Mind* and the Oscar award-winning movie of the same title has made him world famous.¹

**A Beautiful Blond**

The movie dramatizes the development of Nash equilibrium in a single scene in which Nash is in a bar talking with his male classmates. They notice several women at the bar, one blond and the rest brunette, and it is posited that the blond is more desirable than the brunettes. Nash conceives of the situation as a game among the male classmates. If they all go for the blond, they will block each other and fail to get her, and indeed fail to get the brunettes because the brunettes will be annoyed at being second choice. He proposes that they all go for the brunettes. (The assumption is that there are enough brunettes that they do not have to compete for them, so the males will be successful in getting dates with them.) While they will not get the more desirable blond, each will at least end up with a date.

**Confusion About Nash Equilibrium?**

If it is thought that the Nash character was trying to solve for the Nash equilibrium of the game, he is guilty of making an elementary mistake! The outcome in which all male graduate students go for brunettes is not a Nash equilibrium. In a Nash equilibrium, no player can have a strictly profitable deviation given what the others are doing. But if all the other male graduate students went for brunettes, it would be strictly profitable for one of them to deviate and go for the blond because the deviator would have no competition for the blond, and she is assumed to provide a higher payoff. There are many Nash equilibria of this game, involving various subsets of males competing for the blond, but the outcome in which all males avoid the blond is not one of them.²

**Nash Versus the Invisible Hand**

Some sense can be made of the scene if we view the Nash character’s suggested outcome not as what he thought was the Nash equilibrium of the game but as a suggestion for how they might cooperate to move to a different outcome and increase their payoffs. One of the central lessons of game theory is that equilibrium does not necessarily lead to an outcome that is best for all. In this chapter, we study the Prisoners’ Dilemma, in which the Nash equilibrium is for both players to Confess when they could both benefit if they could agree to be Silent. We also study the Battle of the Sexes, in which there is a Nash equilibrium where the players sometimes show up at different events, and this failure to coordinate ends up harming them both. The payoffs in the Beautiful Blond game can be specified in such a way that players do better if they all agree to ignore the blond than in the equilibrium in which all compete for the blond with some probability.³ Adam Smith’s famous “invisible hand,” which directs the economy toward an efficient outcome under perfect competition, does not necessarily operate when players interact strategically in a game. Game theory opens up the possibility of conflict, miscoordination, and waste, just as observed in the real world.

**To Think About**

1. How would you write down the game corresponding to the bar scene from *A Beautiful Mind*? What are the Nash equilibria of your game? Should the females be included as players in the setup along with the males?
2. One of Nash’s classmates suggested that Nash was trying to convince the others to go after the brunettes so that Nash could have the blond for himself. Is this a Nash equilibrium? Are there others like it? How can one decide how a game will be played if there are multiple Nash equilibria?


³For example, the payoff to getting the blond can be set to 3, getting no date to 0, getting a brunette when no one else has gotten the blond to 2, and getting a brunette when someone else has gotten the blond to 1. Thus there is a loss due to envy if one gets the brunette when another has gotten the blond.
little evidence in the case and is anxious to extract a confession. She separates the suspects and privately tells each, “If you Confess and your partner doesn’t, I can promise you a reduced (one-year) sentence, and on the basis of your confession, your partner will get 10 years. If you both Confess, you will each get a three-year sentence.” Each suspect also knows that if neither of them confesses, the lack of evidence will cause them to be tried for a lesser crime for which they will receive two-year sentences.

The Game in Normal Form

The players in the game are the two suspects, A and B. (Though a third person, the district attorney, plays a role in the story, once she sets up the payoffs from confessing she does not make strategic decisions, so she does not need to be included in the game.) The players can choose one of two possible actions, Confess or Silent. The payoffs, as well as the players and actions, can be conveniently summarized, as shown in the matrix in Table 5.1. The representation of a game in a matrix like this is called the normal form. In the table, player A’s strategies, Confess or Silent, head the rows and B’s strategies head the columns. Payoffs corresponding to the various combinations of strategies are shown in the body of the table. Since more prison time causes disutility, the prison terms for various outcomes enter with negative signs. We will adopt the convention that the first payoff in each box corresponds to the row player (player A) and the second corresponds to the column player (player B). To make this convention even clearer, we will make player A’s strategies and payoffs a different color than B’s. For an example of how to read the table, if A Confesses and B is Silent, A earns −1 (for one year of prison) and B earns −10 (for 10 years of prison). The fact that the district attorney approaches each separately indicates that the game is simultaneous: a player cannot observe the other’s action before choosing his or her own action.

The Game in Extensive Form

The Prisoners’ Dilemma game can also be represented as a game tree as in Figure 5.1, called the extensive form. Action proceeds from top to bottom. Each dark circle is a decision point for the player indicated there. The first move belongs to A, who can choose to Confess or be Silent. The next move belongs to B, who can also choose to Confess or be Silent. Payoffs are given at the bottom of the tree.

To reflect the fact that the Prisoners’ Dilemma is a simultaneous game, we would like the two players’ moves to appear in the same level in the tree, but the structure of a tree prevents us from doing that. To avoid this problem, we can arbitrarily choose one player (here A) to be at the top of the tree as the first mover and the other to be lower as the second mover, but then we draw an oval around B’s decision points to reflect the fact that B does not observe which
A chooses to Confess or be Silent, and B makes a similar choice. The oval surrounding B's decision points indicates that B cannot observe A's choice when B moves, since the game is simultaneous. Payoffs are listed at the bottom.

action A has chosen and so does not observe which decision point has been reached when he or she makes his or her decision.

The choice to put A above B in the extensive form was arbitrary: we would have obtained the same representation if we put B above A and then had drawn an oval around A's decision points. As we will see when we discuss sequential games, having an order to the moves only matters if the second mover can observe the first mover's action. It usually is easier to use the extensive form to analyze sequential games and the normal form to analyze simultaneous games. Therefore, we will return to the normal-form representation of the Prisoners' Dilemma to solve for its Nash equilibrium.

**Solving for the Nash Equilibrium**

Return to the normal form of the Prisoners' Dilemma in Table 5.1. Consider each box in turn to see if any of the corresponding pairs of strategies constitute a Nash equilibrium. First consider the lower right box, corresponding to both players choosing Silent. There is reason to think this is the equilibrium of the game since the sum of the payoffs, −4, is greater than the sum of the payoffs in any of the other three outcomes (since all sums are negative, by “the greatest sum” we mean the one closest to 0). However, both playing Silent is in fact not a Nash equilibrium. To be a Nash equilibrium, both players' strategies must be best responses to each other. But given that B plays Silent, A can increase his or her payoff from −2 to −1 by deviating from Silent to Confess. Therefore, Silent is not A's best response to B's
(It is also true that B’s playing Silent is not a best response to A’s playing Silent, although demonstrating that at least one of the two players was not playing his or her best response was enough to rule out an outcome as being a Nash equilibrium.) Next consider the top right box, where A plays Confess and B plays Silent. This is not a Nash equilibrium either. Given that A plays Confess, B can increase his or her payoff from −10 in the proposed equilibrium to −3 by deviating from Silent to Confess. Similarly, the bottom left box, in which A plays Silent and B plays Confess, can be shown not to be a Nash equilibrium since A is not playing a best response.

The remaining upper left box corresponds to both playing Confess. This is a Nash equilibrium. Given B plays Confess, A’s best response is Confess since this leads A to earn −3 rather than −10. By the same logic, Confess is B’s best response to A’s playing Confess.

Rather than going through each outcome one by one, there is a shortcut to finding the Nash equilibrium directly by underlining payoffs corresponding to best responses. This method is useful in games having only two actions having small payoff matrices but becomes extremely useful when the number of actions increases and the payoff matrix grows. The method is outlined in Table 5.2. The first step is to compute A’s best response to B’s playing Confess. A compares his or her payoff in the first column from playing Confess, −3, to playing Silent, −10. The payoff −3 is higher than −10, so Confess is A’s best response, and we underline −3. In step 2, we underline −1, corresponding to A’s best response, Confess, to B’s playing Silent. In step 3, we underline −3, corresponding to B’s best response to A’s playing Confess. In step 4, we underline −1, corresponding to B’s best response to A’s playing Silent.

For an outcome to be a Nash equilibrium, both players must be playing a best response to each other. Therefore, both payoffs in the box must be underlined. As seen in step 5, the only box in which both payoffs are underlined is the upper left, with both players choosing Confess. In the other boxes, either one or no payoffs are underlined, meaning that one or both of the players are not playing a best response in these boxes, so they cannot be Nash equilibria.

Dominant Strategies

Referring to step 5 in Table 5.2, not only is Confess a best response to the other players’ equilibrium strategy (all that is required for Nash equilibrium), Confess is a best response to all strategies the other player might choose, called a dominant strategy. When a player has a dominant strategy in a game, there is good reason to predict that this is how the player will play the game. The player does not need to make a strategic calculation, imagining what the other might do in equilibrium. The player has one strategy that is best, regardless of what the other does. In most
# TABLE 5.2
Finding the Nash Equilibrium of the Prisoners’ Dilemma Using the Underlining Method

<table>
<thead>
<tr>
<th></th>
<th>Confess</th>
<th>Silent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confess</td>
<td>-3, -3</td>
<td>-1, -10</td>
</tr>
<tr>
<td>A</td>
<td>-10, -1</td>
<td>-2, -2</td>
</tr>
<tr>
<td>Silent</td>
<td>-10, -1</td>
<td>-2, -2</td>
</tr>
</tbody>
</table>

Step 1: Underline payoff for A’s best response to B’s playing Confess.

Step 2: Underline payoff for A’s best response to B’s playing Silent.

Step 3: Underline payoff for B’s best response to A’s playing Confess.

Step 4: Underline payoff for B’s best response to A’s playing Silent.

Step 5: Nash equilibrium in box with both payoffs underlined.
games, players do not have dominant strategies, so dominant strategies would not be a generally useful equilibrium definition (while Nash equilibrium is, since it exists for all games).

**The Dilemma** The game is called the Prisoners’ “Dilemma” because there is a better outcome for both players than the equilibrium. If both were Silent, they would each only get two years rather than three. But both being Silent is not stable; each would prefer to deviate to Confess. If the suspects could sign binding contracts, they would sign a contract that would have them both choose Silent. But such contracts would be difficult to write because the district attorney approaches each suspect privately, so they cannot communicate; and even if they could sign a contract, no court would enforce it.

Situations resembling the Prisoners’ Dilemma arise in many real world settings. The best outcome for students working on a group project together might be for all to work hard and earn a high grade on the project, but the individual incentive to shirk, each relying on the efforts of others, may prevent them from attaining such an outcome. A cartel agreement among dairy farmers to restrict output would lead to higher prices and profits if it could be sustained, but may be unstable because it may be too tempting for an individual farmer to try to sell more milk at the high price. We will study the stability of business cartels more formally in Chapter 12.

**Mixed Strategies**
To analyze some games, we need to allow for more complicated strategies than simply choosing a single action with certainty, called a pure strategy. We will next consider mixed strategies, which have the player randomly select one of several possible actions. Mixed strategies are illustrated in another classic game, Matching Pennies.

**Matching Pennies**
Matching Pennies is based on a children’s game in which two players, A and B, each secretly choose whether to leave a penny with its head or tail facing up. The players then reveal their choices simultaneously. A wins B’s penny if the coins match (both Heads or both Tails), and B wins A’s penny if they do not. The normal form for the game is given in Table 5.3 and the extensive form in Figure 5.2. The game has the special property that the two players' payoffs in each box add to zero, called a zero-sum game. The reader can check that the Prisoner’s Dilemma is not a zero-sum game because the sum of players’ payoffs varies across the different boxes.

To solve for the Nash equilibrium, we will use the method of underlining payoffs for best responses introduced previously for the Prisoners’ Dilemma. Table 5.4
presents the results from this method. \( A \) always prefers to play the same action as \( B \). \( B \) prefers to play a different action from \( A \). There is no box with both payoffs underlined, so we have not managed to find a Nash equilibrium. It is tempting to say that no Nash equilibrium exists for this game. But this contradicts our earlier claim that all games have Nash equilibria. The contradiction can be resolved by noting that Matching Pennies does have a Nash equilibrium, not in pure strategies, as would be found by our underlining method, but in mixed strategies.

Solving for a Mixed-Strategy Nash Equilibrium

Rather than choosing Heads or Tails, suppose players secretly flip the penny and play whatever side turns up. The result of this strategy is a random choice of Heads with probability \( \frac{1}{2} \) and Tails with probability \( \frac{1}{2} \). This set of strategies, with both playing Heads or Tails with equal chance, is the mixed-strategy Nash equilibrium of the game. To verify this, we need to show that both players’ strategies are best responses to each other.

In the proposed equilibrium, all four outcomes corresponding to the four boxes in the normal form in Table 5.3 are equally likely to occur, each occurring with probability \( \frac{1}{4} \). Using the formula for expected payoffs from the
previous chapter, A’s expected payoff equals the probability-weighted sum of the payoffs in each outcome:

\[ \left( \frac{1}{4} \right) (1) + \left( \frac{1}{4} \right) (-1) + \left( \frac{1}{4} \right) (-1) + \left( \frac{1}{4} \right) (1) = 0. \]

Similarly, B’s expected payoff is also 0. The mixed strategies in the proposed equilibrium are best responses to each other if neither player can deviate to a strategy that produces a strictly higher payoff than 0. But there is no such profitable deviation. Given that B plays Heads and Tails with equal probabilities, the players’ coins will match exactly half the time, whether A chooses Heads or Tails (or indeed even some random combination of the two actions); so A’s payoff is 0 no matter what strategy it chooses. A cannot earn more than the 0 it earns in equilibrium. Similarly, given A is playing Heads and Tails with equal probabilities, B’s expected payoff is 0 no matter what strategy it uses. So neither player has a strictly profitable deviation. (It should be emphasized here that if a deviation produces a tie with the player’s equilibrium payoff, this is not sufficient to rule out the equilibrium; to rule out an equilibrium, one must demonstrate a deviation produces a strictly higher payoff.)

Both players playing Heads and Tails with equal probabilities is the only mixed-strategy Nash equilibrium in this game. No other probabilities would work. For example, suppose B were to play Heads with probability \( \frac{1}{3} \) and Tails with probability \( \frac{2}{3} \). Then A would earn an expected payoff of \( \left( \frac{1}{3} \right) (1) + \left( \frac{2}{3} \right) (-1) = -\frac{1}{3} \) from playing Heads and \( \left( \frac{1}{3} \right) (-1) + \left( \frac{2}{3} \right) (1) = \frac{1}{3} \) from playing Tails. Therefore, A would strictly prefer to play Tails as a pure strategy rather than playing a mixed strategy involving both Heads and Tails, and so B’s playing Heads with probability \( \frac{1}{3} \) and Tails with probability \( \frac{2}{3} \) cannot be a mixed-strategy Nash equilibrium.

Interpretation of Random Strategies

Although at first glance it may seem bizarre to have players flipping coins or rolling dice in secret to determine their strategies, it may not be so unnatural in children’s games such as Matching Pennies. Mixed strategies are also natural and common in sports, as discussed in Application 5.2: Mixed Strategies in Sports. Perhaps most familiar to students is the role of mixed strategies in class exams. Class time is usually too limited for the professor to examine students on every topic taught in class. But it may be sufficient to test students on a subset of topics to get them to study all of the material. If students knew which topics are on the test, they
Sports provide a setting in which mixed strategies arise quite naturally, and in a simple enough setting that we can see game theory in operation.

**Soccer Penalty Kicks**

In soccer, if a team commits certain offenses near its own goal, the other team is awarded a penalty kick, effectively setting up a game between the kicker and the goalie. Table 1 is based on a study of penalty kicks in elite European soccer leagues. The first entry in each box is the frequency the penalty kick scores (taken to be the kicker’s payoff), and the second entry is the frequency it does not score (taken to be the goalie’s payoff). Kickers are assumed to have two actions: aim toward the “natural” side of the goal (left for right-footed kickers and right for left-footed players) or aim toward the other side. Kickers can typically kick harder and more accurately to their natural side. Goalies can try to jump one way or the other to try to block the kick. The ball travels too fast for the goalie to react to its direction, so the game is effectively simultaneous. Goalies know from scouting reports what side is natural for each kicker, so they can condition their actions on this information.

### Do Mixed Strategies Predict Actual Outcomes?

Using the method of underlining payoffs corresponding to best responses, as shown in Table 1, we see that no box has both payoffs underlined, so there is no pure-strategy Nash equilibrium.

Following the same steps used to compute the mixed-strategy Nash equilibrium in the Battle of the Sexes, one can show that the kicker kicks to his natural side $\frac{2}{5}$ of the time and $\frac{3}{5}$ of the time to his other side; the goalie jumps to the side that is natural for the kicker $\frac{2}{5}$ of the time and the other side $\frac{3}{5}$ of the time.

This calculation generates several testable implications. First, both actions have at least some chance of being played. This is borne out in the data, with kickers scoring about 75 percent of the time, whether they kick to their natural side or the opposite, and goalies being scored on about 75 percent of the time, whether they jump to the kicker’s natural side or the opposite. Third, the goalie should jump to the side that is natural for the kicker more often. Otherwise, the higher speed and accuracy going to his natural side would lead the kicker to play the pure strategy of always kicking that way. Again, this conclusion is borne out in the data, with the goalie jumping to the kicker’s natural side 60 percent of the time (note how close this is to the prediction of $\frac{2}{5}$ we made above).

### To Think About

1. Verify the mixed-strategy Nash equilibrium computed above for the penalty-kick game following the methods used for the Battle of the Sexes.
2. Economists have studied mixed strategies in other sports, for example whether a tennis serve is aimed to the returner’s backhand or forehand. Can you think of other sports settings involving mixed strategies? Can you think of settings outside of sports and games and besides the ones noted in the text?
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may be inclined to study only those and not the others, so the professor must choose which topics to include at random to get the students to study everything.

**MULTIPLE EQUILIBRIA**

Nash equilibrium is a useful solution concept because it exists for all games. A drawback is that some games have several or even many Nash equilibria. The possibility of multiple equilibria causes a problem for economists who would like to use game theory to make predictions, since it is unclear which of the Nash equilibria one should predict will happen. The possibility of multiple equilibria is illustrated in yet another classic game, the Battle of the Sexes.

**Battle of the Sexes**

The game involves two players, a wife \( A \) and a husband \( B \) who are planning an evening out. Both prefer to be together rather than apart. Conditional on being together, the wife would prefer to go to a Ballet performance and the husband to a Boxing match. The normal form for the game is given in Table 5.5 and the extensive form in Figure 5.3.

To solve for the Nash equilibria, we will use the method of underlining payoffs for best responses introduced previously. Table 5.6 presents the results from this method. A player’s best response is to play the same action as the other. Both payoffs are underlined in two boxes: the box in which both play Ballet and also in the box in
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**Table 5.5**

<table>
<thead>
<tr>
<th></th>
<th>Ballet</th>
<th>Boxing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B (Husband)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballet</td>
<td>2, 1</td>
<td>0, 0</td>
</tr>
<tr>
<td>Boxing</td>
<td>0, 0</td>
<td>1, 2</td>
</tr>
</tbody>
</table>

**Figure 5.3**

Battle of the Sexes in Extensive Form
which both play Boxing. Therefore, there are two pure-strategy Nash equilibria: (1) both play Ballet and (2) both play Boxing.

The problem of multiple equilibria is even worse than at first appears. Besides the two pure-strategy Nash equilibria, there is a mixed-strategy one. How does one know this? One could find out for sure by performing all of the calculations necessary to find a mixed-strategy Nash equilibrium. Even without doing any calculations, one could guess that there would be a mixed-strategy Nash equilibrium based on a famous but peculiar result that Nash equilibria tend to come in odd numbers. Therefore, finding an even number of pure-strategy Nash equilibria (two in this game, zero in Matching Pennies) should lead one to suspect that the game also has another Nash equilibrium, in mixed strategies.

Computing Mixed Strategies in the Battle of the Sexes

It is instructive to go through the calculation of the mixed-strategy Nash equilibrium in the Battle of the Sexes since, unlike in Matching Pennies, the equilibrium probabilities do not end up being equal (½) for each action. Let \( w \) be the probability the wife plays Ballet and \( h \) the probability the husband plays Ballet. Because probabilities of exclusive and exhaustive events must add to one, the probability of playing Boxing is \( 1 - w \) for the wife and \( 1 - h \) for the husband; so once we know the probability each plays Ballet, we automatically know the probability each plays Boxing. Our task then is to compute the equilibrium values of \( w \) and \( h \). The difficulty now is that \( w \) and \( h \) may potentially be any one of a continuum of values between 0 and 1, so we cannot set up a payoff matrix and use our underlining method to find best responses. Instead, we will graph players’ best-response functions.

Let us start by computing the wife’s best-response function. The wife’s best-response function gives the \( w \) that maximizes her payoff for each of the husband’s possible strategies, \( h \). For a given \( h \), there are three possibilities: she may strictly prefer to play Ballet; she may strictly prefer to play Boxing; or she may be indifferent between Ballet and Boxing. In terms of \( w \), if she strictly prefers to play Ballet, her best response is \( w = 1 \). If she strictly prefers to play Boxing, her best response is \( w = 0 \). If she is indifferent about Ballet and Boxing, her best response is a tie between \( w = 1 \) and \( w = 0 \); in fact, it is a tie among \( w = 0, \ w = 1, \) and all values of \( w \) between 0 and 1!

To see this last point, suppose her expected payoff from playing both Ballet and Boxing is, say, \( \frac{2}{3} \), and suppose she randomly plays Ballet and Boxing with probabilities \( w \) and \( 1 - w \). Her expected payoff (this should be reviewed, if necessary, from Chapter 5) would equal the probability she plays Ballet times her expected payoff if she plays Ballet plus the probability she plays Boxing times her expected payoff if she plays Boxing:

\[
(w)(\frac{2}{3}) + (1 - w)(\frac{1}{3}) = \frac{2}{3}.
\]
This shows that she gets the same payoff, \( \frac{2}{3} \), whether she plays Ballet for sure, Boxing for sure, or a mixed strategy involving any probabilities \( w, 1 - w \) of playing Ballet and Boxing. So her best response would be a tie among \( w = 0, w = 1 \), and all values in between.

Returning to the computation of the wife’s best-response function, suppose the husband plays a mixed strategy of Ballet probability \( h \) and Boxing with probability \( 1 - h \). Referring to Table 5.7, her expected payoff from playing Ballet equals \( h \) (the probability the husband plays Ballet, and so they end up in Box 1) times 2 (her payoff in Box 1) plus \( 1 - h \) (the probability he plays Boxing, and so they end up in Box 2) times 0 (her payoff in Box 2), for a total expected payoff, after simplifying, of \( 2h \). Her expected payoff from playing Boxing equals \( h \) (the probability he plays Boxing, and so they end up in Box 3) times 0 (her payoff in Box 3) plus \( 1 - h \) (the probability he plays Boxing, and so they end up in Box 4) times 1 (her payoff in Box 4) for a total expected payoff, after simplifying, of \( 1 - h \).

Comparing these two expected payoffs, we can see that she prefers Boxing if \( 2h < 1 - h \) or, rearranging, \( h < \frac{1}{3} \). She prefers Ballet if \( h \geq \frac{1}{3} \). She is indifferent between Ballet and Boxing if \( h = \frac{1}{3} \). Therefore, her best response to \( h \leq \frac{1}{3} \) is \( w = 0 \), to \( h > \frac{1}{3} \) is \( w = 1 \), and to \( h = \frac{1}{3} \) includes \( w = 0, w = 1 \), and all values in between.

Figure 5.4 graphs her best-response function as the light-colored curve. Similar calculations can be used to derive the husband’s best-response function, the dark-colored curve. The best-response functions intersect in three places. These intersections are mutual best responses and hence Nash equilibria. The figure allows us to recover the two pure-strategy Nash equilibria found before: the one in which \( w = h = 1 \) (that is, both play Ballet for sure) and the one in which \( w = h = 0 \) (that is, both play Boxing for sure). We also obtain the mixed-strategy Nash equilibrium \( w = \frac{2}{3} \) and \( h = \frac{1}{3} \). In words, the mixed-strategy Nash equilibrium involves the wife’s playing Ballet with probability \( \frac{2}{3} \) and Boxing with probability \( \frac{1}{3} \) and the husband’s playing Ballet with probability \( \frac{1}{3} \) and Boxing with probability \( \frac{2}{3} \).

At first glance, it seems that the wife puts more probability on Ballet because she prefers Ballet conditional on coordinating and the husband puts more probability on Boxing because he prefers Boxing conditional on coordinating. This intuition is

### Table 5.7

**Computing the Wife’s Best Response to the Husband’s Mixed Strategy**

<table>
<thead>
<tr>
<th></th>
<th>Ballet</th>
<th>Boxing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A (Wife)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballet</td>
<td>Box 1</td>
<td>Box 2</td>
</tr>
<tr>
<td></td>
<td>2, 1</td>
<td>0, 0</td>
</tr>
<tr>
<td>Boxing</td>
<td>Box 3</td>
<td>Box 4</td>
</tr>
<tr>
<td></td>
<td>0, 0</td>
<td>1, 2</td>
</tr>
</tbody>
</table>

- \( (h)(2) + (1 - h)(0) = 2h \)
- \( (h)(0) + (1 - h)(1) = 1 - h \)
misleading. The wife, for example, is indifferent between Ballet and Boxing in the mixed-strategy Nash equilibrium given her husband's strategy. She does not care what probabilities she plays Ballet and Boxing. What pins down her equilibrium probabilities is not her payoffs but her husband's. She has to put less probability on the action he prefers conditional on coordinating (Boxing) than on the other action (Ballet) or else he would not be indifferent between Ballet and Boxing and the probabilities would not form a Nash equilibrium.

The Problem of Multiple Equilibria

Given that there are multiple equilibria, it is difficult to make a unique prediction about the outcome of the game. To solve this problem, game theorists have devoted a considerable amount of research to refining the Nash equilibrium concept, that is, coming up with good reasons for picking out one Nash equilibrium as being more “reasonable” than others. One suggestion would be to select the outcome with the highest total payoffs for the two players. This rule would eliminate the mixed-strategy Nash equilibrium in favor of one of the two pure-strategy equilibria. In the mixed-strategy equilibrium, we showed that each player’s expected payoff is $\frac{2}{3}$ no matter which action is chosen, implying that the total expected payoff for the two
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**Micro Quiz 5.2**

1. In the Battle of the Sexes, does either player have a dominant strategy?
2. In general, can a game have a mixed-strategy Nash equilibrium if a player has a dominant strategy? Why or why not?
players is $\frac{2}{3} + \frac{2}{3} = \frac{4}{3}$. In the two pure-strategy equilibria, total payoffs, equal to 3, exceed the total expected payoff in the mixed-strategy equilibrium.

A rule that selects the highest total payoff would not distinguish between the two pure-strategy equilibria. To select between these, one might follow T. Schelling’s suggestion and look for a focal point. For example, the equilibrium in which both play Ballet might be a logical focal point if the couple had a history of deferring to the wife’s wishes on previous occasions. Without access to this external information on previous interactions, it would be difficult for a game theorist to make predictions about focal points, however.

Another suggestion would be, absent a reason to favor one player over another, to select the symmetric equilibrium. This rule would pick out the mixed-strategy Nash equilibrium because it is the only one that has equal payoffs (both players’ expected payoffs are $\frac{2}{3}$).

Unfortunately, none of these selection rules seems particularly compelling. The Battle of the Sexes is one of those games for which there is simply no good way to solve the problem of multiple equilibria. Application 5.3: High-definition Standards War provides a real-world example with multiple equilibria. The difficulty in using game theory to determine the outcome in this market mirrors the difficulty in predicting which standard would end up dominating the market.

**SEQUENTIAL GAMES**

In some games, the order of moves matters. For example, in a bicycle race with a staggered start, the last racer has the advantage of knowing the time to beat. With new consumer technologies, for example, high-definition video disks, it may help to wait to buy until a critical mass of others have and so there are a sufficiently large number of program channels available.

Sequential games differ from the simultaneous games we have considered so far in that a player that moves after another can learn information about the play of the game up to that point, including what actions other players have chosen. The player can use this information to form more sophisticated strategies than simply choosing an action; the player’s strategy can be a contingent plan, with the action played depending on what the other players do.

To illustrate the new concepts raised by sequential games, and in particular to make a stark contrast between sequential and simultaneous games, we will take a simultaneous game we have discussed already, the Battle of the Sexes, and turn it into a sequential game.

**The Sequential Battle of the Sexes**

Consider the Battle of the Sexes game analyzed previously with all the same actions and payoffs, but change the order of moves. Rather than the wife and husband making a simultaneous choice, the wife moves first, choosing Ballet or Boxing, the husband observes this choice (say the wife calls him from her chosen
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location), and then the husband makes his choice. The wife’s possible strategies have not changed: she can choose the simple actions Ballet or Boxing (or perhaps a mixed strategy involving both actions, although this will not be a relevant consideration in the sequential game). The husband’s set of possible strategies has expanded. For each of the wife’s two actions, he can choose one of two actions, so he has four possible strategies, which are listed in Table 5.8. The vertical bar in the second equivalent way of writing the strategies means “conditional on,” so, for example, “Boxing | Ballet” should be read “the husband goes to Boxing conditional on the wife’s going to Ballet.” The husband still can choose a simple action, with “Ballet” now interpreted as “always go to Ballet” and “Boxing” as “always go to Boxing,” but he can also follow her or do the opposite.

Given that the husband has four pure strategies rather than just two, the normal form, given in Table 5.9, must now be expanded to have eight boxes. Roughly speaking, the normal form is twice as complicated as that for the simultaneous version of the game in Table 5.5. By contrast, the extensive form, given in Figure 5.5, is no more complicated than the extensive form for the simultaneous version of the game in Figure 5.3. The only difference between the extensive forms is that the oval around the husband’s decision points has been removed. In the sequential version of the game, the husband’s decision points are not gathered together in a dotted oval because the husband observes his wife’s action and so knows which one he is on before moving. We can begin to see why the extensive form becomes more useful than the normal form for sequential games, especially in games with many rounds of moves.

To solve for the Nash equilibria, we will return to the normal form and use the method of underlining payoffs for best responses introduced previously. Table 5.10 presents the results from this method. One complication that arises in the method of underlining payoffs is that there are ties for best responses in this game. For example, if the husband plays the strategy “Boxing | Ballet, Ballet | Boxing,” that is, if he does the opposite of his wife, then she earns zero no matter what action she chooses. To apply the underlining method properly, we need to underline both zeroes in the third column. There are also ties between the husband’s best responses to his wife’s playing Ballet (his payoff is 1 if he plays either “Ballet | Ballet, Ballet | Boxing” or “Ballet | Ballet, Boxing | Boxing”) and to his wife’s playing Boxing (his payoff is 2 if he plays either “Ballet | Ballet, Boxing | Boxing” or “Boxing | Ballet, Boxing | Boxing”). Again, as shown in the table, we need to underline the payoffs for all the strategies that tie for the best response. There are three pure-strategy Nash equilibria:

2. Wife plays Ballet, husband plays “Ballet | Ballet, Boxing | Boxing.”
3. Wife plays Boxing, husband plays “Boxing | Ballet, Boxing | Boxing.”

As with the simultaneous version of the Battle of the Sexes, with the sequential version we again have multiple equilibria. Here, however, game theory offers a good way to select among the equilibria. Consider the third Nash equilibrium. The husband’s strategy, “Boxing | Ballet, Boxing | Boxing,” involves an implicit threat.
that he will choose Boxing even if his wife chooses Ballet. This threat is sufficient to deter her from choosing Ballet. Given she chooses Boxing in equilibrium, his strategy earns him 2, which is the best he can do in any outcome. So the outcome is a Nash equilibrium. But the husband’s strategy involves an empty threat. If the

APPLICATION 5.3
High-Definition Standards War

The discussion so far has made a strong case that players in games like Matching Pennies and sports like soccer behave strategically. Microeconomics courses typically do not concentrate on sports and games, however, but on consumer and firm behavior. Are there applications in these areas in which it is obvious that participants behave strategically?

Participants in the Standards War

We will spend most of Chapter 12 applying game theory to firms’ pricing and output decisions. But perhaps an even starker example of strategic behavior by firms and consumers is the “war” over the new standard for high-definition video disks. Two groups undertook independent research on incompatible technologies for the storage of high-resolution movies on optical disks: one led by Sony with its Blu-Ray format, the other by Toshiba with HD-DVD. Each format had some minor advantages (one offering more storage for supplementary material, the other better copy protection), but both provided similar picture quality with a six-times finer resolution than the existing DVD standard. After spending billions in research, development, and plant construction, Sony and Toshiba marketed their first players within months of each other in 2006.

All Levels of Strategic Interaction

Strategic interaction could be found at all levels of the market. Sony and Toshiba engaged in fierce price competition for the disk players, with prices in some cases falling near or even below marginal cost. They also raced to sign exclusive contracts with major movie studios (Disney signing on to the Blu-Ray format and Paramount to HD-DVD) and major retailers (Blockbuster agreeing to rent only Blu-Rays disks and Wal-Mart lending support to HD-DVD).

There was also a web of strategic interactions among studios, retailers, and consumers. A consumer’s benefit from a player increases in the number of other consumers who also have a player using the same format. The more consumers in a format, the more movies will be released in that format and the more opportunities to trade movies with friends. This benefit, which arises with many goods including telephones, computer software, and even social networking Web sites, has been called a network externality by economists, capturing the idea that the value of being part of a network is greater the more members the network has. There is also a strategic link between movie studios and consumers because studios benefit from releasing their movies in the most popular format, and as mentioned, consumers like to have the player that has the most movies available in that format.

Game among Consumers

To simplify the analysis, let’s abstract away from the full web of strategic interactions and focus just on the game between two representative consumers shown in Table 1. The game has two pure-strategy Nash equilibria—in which the consumers coordinate on a single standard—and the mixed-strategy Nash equilibrium in which consumers randomize with equal probabilities over the two formats, providing each with an expected payoff of ½. The initial play of the game is probably best captured by the mixed-strategy equilibrium. Consumers did not succeed in coordinating; with neither standard dominating, payoffs remained low as little content was provided for in high definition, and what content there was divided
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between the two formats. The difficulty in predicting how even this simple game would be played reflects the difficulty in predicting which firm would win the standards war.

**Blu-Ray Emerges Victorious**

In February 2008, Toshiba announced that it would stop backing the HD-DVD standard, signaling Sony’s victory with Blu-Ray. Commentators have offered a variety of explanations for this victory. One of the more convincing is that Sony had a huge head start in developing an installed base of consumers by essentially packaging a free Blu-Ray player in every one of the millions of Playstation 3 video-game consoles it sold. Toshiba did not have its own game console; it sought a deal to bundle HD-DVD with Microsoft’s Xbox, only succeeding in having it offered as an expensive add-on.

Table 2 shows how the game might change if A receives a free Blu-Ray player with his or her Playstation. This is modeled as a one-unit increase in A’s payoff from Blu-Ray because this strategy no longer requires the purchase of an expensive machine. The players coordinate even if A chooses HD-DVD and B chooses Blu-Ray because A can play Blu-Ray disks on his or her Playstation. The reader can show that the two pure-strategy Nash equilibria remain, but the mixed-strategy one has been eliminated. Both consumers playing Blu-Ray is probably the more plausible equilibrium because consumers are as well or better off in that outcome as any other and the outcome can be argued to be focal.

### TO THINK ABOUT

1. Think of several other standards wars that have occurred in history, at least one involving media formats and another not. Can you identify factors determining the winning standard?
2. We claimed that Nash equilibria tend to come in odd numbers, yet Table 2 has an even number. This seeming contradiction can be resolved with more precision: Nash equilibria will come in odd numbers unless there are ties between payoffs in rows or columns. Show that an odd number of Nash equilibria result in Table 2 if some of the payoffs are tweaked to break ties.
also involves an empty threat, the threat that he will choose Ballet if his wife chooses Boxing. (This is an odd threat to make since he does not gain from making it, but it is an empty threat nonetheless.)

Subgame-Perfect Equilibrium

Game theory offers a formal way of selecting the reasonable Nash equilibria in sequential games using the concept of subgame-perfect equilibrium. Subgame-perfect equilibrium rules out empty threats by requiring strategies to be rational even for contingencies that do not arise in equilibrium.

Before defining subgame-perfect equilibrium formally, we need to say what a subgame is. A subgame is a part of the extensive form beginning with a decision point and including everything that branches out below it. A subgame is said to be proper if its topmost decision point is not connected to another in the same oval. Conceptually, this means that the player who moves first in a proper subgame knows the actions played by others that have led up to that point. It is easier to see what a proper subgame is than to define it in words. Figure 5.6 shows the extensive forms from the simultaneous and sequential versions of the Battle of the Sexes, with dotted lines drawn around the proper subgames in each. In the simultaneous Battle of the Sexes, there is only one decision point that is not connected to another in an oval, the initial one. Therefore, there is only one proper subgame, the game itself. In the sequential Battle of the Sexes, there are three proper subgames: the game itself, and two lower subgames starting with decision points where the husband gets to move.

A subgame-perfect equilibrium is a set of strategies, one for each player, that form a Nash equilibrium on every proper subgame. A subgame-perfect equilibrium is always a Nash equilibrium. This is true since the whole game is a proper subgame of itself, so a subgame-perfect equilibrium must be a Nash equilibrium on the whole

<table>
<thead>
<tr>
<th>Contingent strategy</th>
<th>Same strategy written in conditional format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Always go to Ballet</td>
<td>Ballet</td>
</tr>
<tr>
<td>Follow his wife</td>
<td>Ballet</td>
</tr>
<tr>
<td>Do the opposite</td>
<td>Boxing</td>
</tr>
<tr>
<td>Always go to Boxing</td>
<td>Boxing</td>
</tr>
</tbody>
</table>
game. In the simultaneous version of the Battle of the Sexes, there is nothing more to
say since there are no other subgames besides the whole game itself.

In the sequential version of the Battle of the Sexes, the concept of subgame-
perfect equilibrium has more bite. In addition to constituting a Nash equilibrium on
the whole game, strategies must constitute Nash equilibria on the two other proper
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**TABLE 5.9**
Sequential Version of the Battle of the Sexes in Normal Form

<table>
<thead>
<tr>
<th></th>
<th>Ballet</th>
<th>Ballet</th>
<th>Ballet</th>
<th>Boxing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B (Husband)</strong></td>
<td>2, 1</td>
<td>2, 1</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td><strong>A (Wife)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballet</td>
<td>0, 0</td>
<td>1, 2</td>
<td>0, 0</td>
<td>1, 2</td>
</tr>
<tr>
<td>Boxing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**FIGURE 5.5**
Sequential Version of the Battle of the Sexes in Extensive Form
subgames. These subgames are simple decision problems, and so it is easy to compute the corresponding Nash equilibria. In the left-hand subgame, following his wife’s choosing Ballet, the husband has a simple decision between Ballet, which earns him a payoff of 1, and Boxing, which earns him a payoff of 0. The Nash equilibrium in this subgame is for the husband to choose Ballet. In the right-hand subgame, following his wife’s choosing Boxing, he has a simple decision between Ballet, which earns him 0, and Boxing, which earns him 2. The Nash equilibrium in this subgame is for him to choose Boxing. Thus we see that the husband has only one strategy that can be part of a subgame-perfect equilibrium: “Ballet, Boxing.” Any other strategy has him playing something that is not a Nash equilibrium on some proper subgame. Returning to the three enumerated Nash equilibria, only the second one is subgame-perfect. The first and the third are not. For example, the third equilibrium, in which the husband always goes to Boxing, is ruled out as a subgame-perfect equilibrium because the husband would not go to Boxing if the wife indeed went to Ballet; he would go to Ballet as well. Subgame-perfect equilibrium thus rules out the empty threat of always going to Boxing that we were uncomfortable with in the previous section.

More generally, subgame-perfect equilibrium rules out any sort of empty threat in any sequential game. In effect, Nash equilibrium only requires behavior to be rational on the part of the game tree that is reached in equilibrium. Players can choose potentially irrational actions on other parts of the game tree. In particular, a player can threaten to damage both of them in order to “scare” the other from choosing certain actions. Subgame-perfect equilibrium requires rational behavior on all parts of the game tree. Threats to play irrationally, that is, threats to choose something other than one’s best response, are ruled out as being empty.
Subgame-perfect equilibrium does not reduce the number of Nash equilibria in a simultaneous game because a simultaneous game has no proper subgames other than the game itself.
Backward Induction

Our approach to solving for the equilibrium in the sequential Battle of the Sexes was to find all the Nash equilibria using the normal form, and then to sort through them for the subgame-perfect equilibrium. A shortcut to find the subgame-perfect equilibrium directly is to use **backward induction**. Backward induction works as follows: identify all of the subgames at the bottom of the extensive form; find the Nash equilibria on these subgames; replace the (potentially complicated) subgames with the actions and payoffs resulting from Nash equilibrium play on these subgames; then move up to the next level of subgames and repeat the procedure.

Figure 5.7 illustrates the use of backward induction to solve for the subgame-perfect equilibrium of the sequential Battle of the Sexes. First compute the Nash equilibria of the bottom-most subgames, in this case the subgames corresponding to the husband’s decision problems. In the subgame following his wife’s choosing Ballet, he would choose Ballet, giving payoffs 2 for her and 1 for him. In the subgame following his wife’s choosing Boxing, he would choose Boxing, giving payoffs 1 for her and 2 for him. Next, substitute the husband’s equilibrium strategies for the subgames themselves. The resulting game is a simple decision problem for the wife, drawn in the lower panel of the figure, a choice between Ballet, which would give her a payoff of 2 and Boxing, which would give her a payoff of 1. The Nash equilibrium of this game is for her to choose the action with the higher payoff, Ballet. In sum, backward induction allows us to jump straight to the subgame-perfect equilibrium, in which the wife chooses Ballet and the husband chooses “Ballet | Ballet, Boxing | Boxing,” and bypass the other Nash equilibria.

Backward induction is particularly useful in games in which there are many rounds of sequential play. As rounds are added, it quickly becomes too hard to solve for all the Nash equilibria and then to sort through which are subgame-perfect. With backward induction, an additional round is simply accommodated by adding another iteration of the procedure.

Application 5.4: Laboratory Experiments discusses whether human subjects play games the way theory predicts in experimental settings, including whether subjects play the subgame-perfect equilibrium in sequential games.

Repeated Games

So far, we have examined one-shot games in which each player is given one choice and the game ends. In many real-world settings, the same players play the same **stage game** several or even many times. For example, the players in the Prisoners’ Dilemma may anticipate committing future crimes together and thus playing future Prisoners’ Dilemmas together. Gas stations located across the street from each other, when they set their prices each morning, effectively play a new pricing game every day.

As we saw with the Prisoners’ Dilemma, when such games are played once, the equilibrium outcome may be worse for all players than some other, more cooperative, outcome. Repetition opens up the possibility of the cooperative outcome being played in equilibrium. Players can adopt **trigger strategies**, whereby they play the cooperative outcome as long as all have cooperated up to that point, but revert to
playing the Nash equilibrium if anyone breaks with cooperation. We will investigate the conditions under which trigger strategies work to increase players’ payoffs. We will focus on subgame-perfect equilibria of the repeated games.

Definite Time Horizon
For many stage games, repeating them a known, finite number of times does not increase the possibility for cooperation. To see this point concretely, suppose the
Prisoners' Dilemma were repeated for 10 periods. Use backward induction to solve for the subgame-perfect equilibrium. The lowest subgame is the one-shot Prisoners' Dilemma played in the 10th period. Regardless of what happened before, the Nash equilibrium on this subgame is for both to play Confess. Folding the game back to the ninth period, trigger strategies that condition play in the 10th period on what happens in the ninth are ruled out. Nothing that happens in the ninth period affects what happens subsequently because, as we just argued, the players both Confess in the 10th period no matter what. It is as if the ninth period is the last, and again the Nash equilibrium on this subgame is again for both to play Confess. Working backward in this way, we see that players will Confess each period; that is, players will simply repeat the Nash equilibrium of the stage game 10 times. The same argument would apply for any definite number of repetitions.

**APPLICATION 5.4**

**Laboratory Experiments**

Experimental economics tests how well economic theory matches the behavior of experimental subjects in laboratory settings. The methods are similar to those used in experimental psychology—often conducted on campus using undergraduates as subjects—the main difference being that experiments in economics tend to involve incentives in the form of explicit monetary payments paid to subjects. The importance of experimental economics was highlighted in 2002, when Vernon Smith received the Nobel prize in economics for his pioneering work in the field.

**Prisoners’ Dilemma**

There have been hundreds of tests of whether players Confess in the Prisoners’ Dilemma, as predicted by Nash equilibrium, or whether they play the cooperative outcome of Silent. In the experiments of Cooper et al., subjects played the game 20 times, against different, anonymous opponents. Play converged to the Nash equilibrium as subjects gained experience with the game. Players played the cooperative action 43 percent of the time in the first five rounds, falling to only 20 percent of the time in the last five rounds.

**Ultimatum Game**

Experimental economics has also tested to see whether subgame-perfect equilibrium is a good predictor of behavior in sequential games. In one widely studied sequential game, the Ultimatum Game, the experimenter provides a pot of money to two players. The first mover (Proposer) proposes a split of this pot to the second mover. The second mover (Responder) then decides whether to accept the offer, in which case players are given the amount of money indicated, or reject the offer, in which case both players get nothing. As one can see by using backward induction, in the subgame-perfect equilibrium, the Proposer should offer a minimal share of the pot and this should be accepted by the Responder.

In experiments, the division tends to be much more even than in the subgame-perfect equilibrium.2


Indefinite Time Horizon

If the number of times the stage game is repeated is indefinite, matters change significantly. The number of repetitions is indefinite if players know the stage game will be repeated but are uncertain of exactly how many times. For example, the partners in crime in the Prisoners’ Dilemma may know that they will participate in many future crimes together, sometimes be caught, and thus have to play the Prisoners’ Dilemma game against each other, but may not know exactly how many opportunities for crime they will have or how often they will be caught. With an indefinite number of repetitions, there is no final period from which to start applying backward induction, and thus no final period for trigger strategies to begin unraveling. Under certain conditions, more cooperation can be sustained than in the stage game.

The most common offer is a 50–50 split. Responders tend to reject offers giving them less than 30 percent of the pot. This result is observed even when the pot is as high as $100, so that rejecting a 30 percent offer means turning down $30. Some economists have suggested that money may not be a true measure of players’ payoffs, which may include other factors such as how fairly the pot is divided. Even if a Proposer does not care directly about fairness, the fear that the Responder may care about fairness and thus might reject an uneven offer out of spite may lead the Proposer to propose an even split.

Dictator Game

To test whether players care directly about fairness or act out of fear of the other player’s spite, researchers experimented with a related game, the Dictator Game. In the Dictator Game, the Proposer chooses a split of the pot, and this split is implemented without input from the Responder. Proposers tend to offer a less-even split than in the Ultimatum Game, but still offer the Responder some of the pot, suggesting Responders had some residual concern for fairness. The details of the experimental design are crucial, however, as one ingenious experiment showed. The experiment was designed so that the experimenter would never learn which Proposers had made which offers. With this element of anonymity, Proposers almost never gave an equal split to Responders and, indeed, took the whole pot for themselves two-thirds of the time. The results suggest that Proposers care more about being thought of as fair rather than truly being fair.

To Think About

1. As an experimenter, how would you choose the following aspects of experimental design? Are there any tradeoffs involved?
   a. Size of the payoffs.
   b. Ability of subjects to see opponents.
   c. Playing the same game against the same opponent repeatedly.
   d. Informing subjects fully about the experimental design.

2. How would you construct an experiment involving the Battle of the Sexes? What theoretical issues might be interesting to test with your experiment?

---


Suppose the two players play the following repeated version of the Prisoners’ Dilemma. The game is played in the first period for certain, but for how many more periods after that the game is played is uncertain. Let \( g \) be the probability the game is repeated for another period and \( \frac{1}{C_0}g \) the probability the repetitions stop for good. Thus, the probability the game lasts at least one period is 1, at least two periods is \( g \), at least three periods is \( g^2 \), and so forth.

Suppose players use the trigger strategies of playing the cooperative action, Silent, as long as no one cheats by playing Confess, but that players both play Confess forever afterward if either of them had ever cheated. To show that such strategies constitute a subgame-perfect equilibrium, we need to check that a player cannot gain by cheating. In equilibrium, both players play Silent and each earns \( -2 \) each period the game is played, implying a player’s expected payoff over the course of the entire game is

\[
(-2)(1 + g + g^2 + g^3 + \cdots). \tag{5.1}
\]

If a player cheats and plays Confess, given the other is playing Silent, the cheater earns \( -1 \) in that period, but then both play Confess every period, from then on, each earning \(-3\) each period, for a total expected payoff of

\[
-1 + (-3)(g + g^2 + g^3 + \cdots). \tag{5.2}
\]

For cooperation to be a subgame-perfect equilibrium, (5.1) must exceed (5.2). Adding 2 to both expressions, and then adding \( 3(g + g^2 + g^3 + \cdots) \) to both expressions, (5.1) exceeds (5.2) if

\[
g + g^2 + g^3 + \cdots > \frac{1}{2}. \tag{5.3}
\]

To proceed further, we need to find a simple expression for the series \( g + g^2 + g^3 + \cdots \). A standard mathematical result is that the series \( g + g^2 + g^3 + \cdots \) equals \( g/(1 - g) \). Substituting this result in (5.3), we see that (5.3) holds, and so cooperation on Silent can be sustained, if \( g \) is greater than \( \frac{1}{2} \).

This result means that players can cooperate in the repeated Prisoners’ Dilemma only if the probability of repetition \( g \) is high enough. Players are tempted to cheat on the cooperative equilibrium, obtaining a short-run gain \( -1 \) other than \(-2\) by Confessing. The threat of the loss of future gains from cooperating deters cheating. This threat only works if the probability the game is continued into the future is high enough.

Other strategies can be used to try to elicit cooperation in the repeated game. We considered strategies that had players revert to the Nash equilibrium of Confess each period forever. This strategy, which involves the harshest possible punishment for deviation, is called the grim strategy. Less harsh punishments include the so-called tit-for-tat strategy, which involves only one round of

\[\text{footnote 4}\]

\[\text{footnote 5}\]
punishment for cheating. Since it involves the harshest punishment possible, the grim strategy elicits cooperation for the largest range of cases (the lowest value of $g$) of any strategy. Harsh punishments work well because, if players succeed in cooperating, they never experience the losses from the punishment in equilibrium. If there were uncertainty about the economic environment, or about the rationality of the other player, the grim strategy may not lead to as high payoffs as less-harsh strategies.

One might ask whether the threat to punish the other player (whether forever as in the grim strategy or for one round with tit-for-tat) is an empty threat since punishment harms both players. The answer is no. The punishment involves reverting to the Nash equilibrium, in which both players choose best responses, and so it is a credible threat and is consistent with subgame-perfect equilibrium.

**CONTINUOUS ACTIONS**

Most of the insight from economic situations can often be gained by distilling the situation down to a game with two actions, as with all of the games studied so far. Other times, additional insight can be gained by allowing more actions, sometimes even a continuum. Firms’ pricing, output or investment decisions, bids in auctions, and so forth are often modeled by allowing players a continuum of actions. Such games can no longer be represented in the normal form we are used to seeing in this chapter, and the underlining method cannot be used to solve for Nash equilibrium. Still, the new techniques for solving for Nash equilibria will have the same logic as those seen so far. We will illustrate the new techniques in a game called the Tragedy of the Commons.

**Tragedy of the Commons**

The game involves two shepherds, $A$ and $B$, who graze their sheep on a common (land that can be freely used by community members). Let $s_A$ and $s_B$ be the number of sheep each grazes, chosen simultaneously. Because the common only has a limited amount of space, if more sheep graze, there is less grass for each one, and they grow less quickly. To be concrete, suppose the benefit $A$ gets from each sheep (in terms of mutton and wool) equals

$$120 - s_A - s_B.$$  \hspace{1cm} (5.4)

The total benefit $A$ gets from a flock of $s_A$ sheep is therefore

$$s_A(120 - s_A - s_B).$$  \hspace{1cm} (5.5)

Although we cannot use the method of underlining payoffs for best responses, we can compute $A$’s best-response function. Recall the use of best-response
functions in computing the mixed-strategy Nash equilibrium in the Battle of the Sexes game. We resorted to best-response functions because, although the Battle of the Sexes game has only two actions, there is a continuum of possible mixed strategies over those two actions. In the Tragedy of the Commons here, we need to resort to best-response functions because we start off with a continuum of actions.

A’s best-response function gives the $s_A$ that maximizes $A$’s payoff for any $s_B$. $A$’s best response will be the number of sheep such that the marginal benefit of an additional sheep equals the marginal cost. His marginal benefit of an additional sheep is

$$120 - 2s_A - s_B.$$  

(5.6)

The total cost of grazing sheep is 0 since they graze freely on the common, and so the marginal cost of an additional sheep is also 0. Equating the marginal benefit in (5.6) with the marginal cost of 0 and solving for $s_A$, $A$’s best-response function equals

$$s_A = 60 - \frac{s_B}{2}.$$  

(5.7)

By symmetry, $B$’s best-response function is

$$s_B = 60 + \frac{s_A}{2}.$$  

(5.8)

For actions to form a Nash equilibrium, they must be best responses to each other; in other words, they must be the simultaneous solution to (5.7) and (5.8). The simultaneous solution is shown graphically in Figure 5.8. The best-response functions are graphed with $s_A$ on the horizontal axis and $s_B$ on the vertical (the inverse of $A$’s best-response function is actually what is graphed). The Nash equilibrium, which lies at the intersection of the two functions, involves each grazing 40 sheep.

The game is called a tragedy because the shepherds end up overgrazing in equilibrium. They overgraze because they do not take into account the reduction in the value of other’s sheep when they choose the size of their flocks. If each grazed 30 rather than 40 sheep, one can show that each would earn a total payoff of 1,800 rather than the 1,600 they each earn in equilibrium. Over-consumption is a typical finding in settings where multiple parties have free access to a common resource, such as multiple wells pumping oil from a common underground pool or multiple fishing boats fishing in the same ocean area, and is often a reason given for

---

*One can take the formula for the marginal benefit in (5.6) as given or can use calculus to verify it. Differentiating the benefit function (5.5), which can be rewritten $120s_A - s_A^2 - s_As_B$, term by term with respect to $s_A$ (treating $s_B$ as a constant) yields the marginal benefit (5.6).*
restricting access to such common resources through licensing and other government interventions.

**Shifting Equilibria**

One reason it is useful to allow players to have continuous actions is that it is easier in this setting to analyze how a small change in one of the game’s parameters shifts the equilibrium. For example, suppose $A$’s benefit per sheep rises from (5.4) to

$$132 - 2s_A - s_B$$  \hspace{1cm} (5.9)

$A$’s best-response function becomes

$$s_A = \frac{66 - s_B}{2}$$  \hspace{1cm} (5.10)

$B$’s stays the same as in (5.8). As shown in Figure 5.9, in the new Nash equilibrium, $A$ increases his flock to 48 sheep and $B$ decreases his to 36. It is clear why the size of $A$’s flock increases: the increase in $A$’s benefit shifts his best-response function out. The interesting strategic effect is that—while nothing about $B$’s benefit has changed, and so $B$’s best-response function remains the same as before—having observed $A$’s benefit increasing from (5.4) to (5.9), $B$ anticipates that it must choose a best response to a higher quantity by $A$, and so ends up reducing the size of his flock.

Games with continuous actions offer additional insights in other contexts, as shown in Application 5.5: Terrorism.

**N-PLAYER GAMES**

Just as we can often capture the essence of a situation using a game with two actions, as we have seen with all the games studied so far, we can often distill the number of players down to two as well. However in some cases, it is useful to study games with more than two players. This is particularly useful to answer the question of how a change in the number of players would affect the equilibrium (see, for example, MicroQuiz 5.5). The problems at the end of the chapter will provide some examples of how to draw the normal form in games with more than two players.
INCOMPLETE INFORMATION

In all the games studied so far, there was no private information. All players knew everything there was to know about each others’ payoffs, available actions, and so forth. Matters become more complicated, and potentially more interesting, if players know something about themselves that others do not know. For example, one’s bidding strategy in a sealed-bid auction for a painting would be quite different if one knew the valuation of everyone else at the auction compared to the (more realistic) case in which one did not. Card games would be quite different, certainly not as fun, if all hands were played face up. Games in which players do not share all relevant information in common are called games of **incomplete information**.

We will devote most of Chapter 17 to studying games of incomplete information. We will study signaling games, which include students choosing how much education to obtain in order to signal their underlying aptitude, which might be
difficult to observe directly, to prospective employers. We will study screening games, which include the design of deductible policies by insurance companies in order to deter high-risk consumers from purchasing. As mentioned, auctions and card games also fall in the realm of games of incomplete information. Such games are at the forefront of current research in game theory.

**SUMMARY**

This chapter provided a brief overview of game theory. Game theory provides an organized way of understanding decision making in strategic environments. We introduced the following broad ideas:

- The basic building blocks of all games are players, actions, payoffs, and information.

- Nash equilibrium is the most widely used equilibrium concept. Strategies form a Nash equilibrium if all players’ strategies are best responses to each other. All games have at least one Nash equilibrium. Sometimes the Nash equilibrium is in mixed strategies, which we learned how to
compute. Some games have multiple Nash equilibria, and it may be difficult in these cases to make predictions about which one will end up being played.

- We studied several classic games, including the Prisoners’ Dilemma, Matching Pennies, and Battle of the Sexes. These games each demonstrated important principles. Many strategic situations can be distilled down to one of these games.
- Sequential games introduce the possibility of contingent strategies for the second mover and often expand the set of Nash equilibria. Subgame-perfect equilibrium rules out outcomes involving empty threats. One can easily solve for subgame-perfect equilibrium using backward induction.
- In some games such as the Prisoners’ Dilemma, all players are worse off in the Nash equilibrium than in some other outcome. If the game is repeated an indefinite number of times, players can use trigger strategies to try to enforce the better outcome.

**REVIEW QUESTIONS**

1. In game theory, players maximize payoffs. Is this assumption different from the one we used in Chapters 2 and 3?
2. What is the difference between an action and a strategy?
3. Why are Nash equilibria identified by the strategies rather than the payoffs involved?
4. Which of the following activities might be represented as a zero-sum game? Which are clearly not zero-sum?
   a. Flipping a coin for $1.
   b. Playing blackjack.
   c. Choosing which candy bar to buy from a vendor.
   d. Reducing taxes through various “creative accounting” methods and seeking to avoid detection by the IRS.
   e. Deciding when to rob a particular house, knowing that the residents may adopt various countertheft strategies.
5. Why is the Prisoners’ Dilemma a “dilemma” for the players involved? How might they solve this dilemma through pregame discussions or post-game threats? If you were arrested and the D.A. tried this ploy, what would you do? Would it matter whether you were very close friends with your criminal accomplice?
6. The Battle of the Sexes is a coordination game. What coordination games arise in your experience? How do you go about solving coordination problems?
7. In the sequential games such as the sequential Battle of the Sexes, why does Nash equilibrium allow for outcomes with noncredible threats? Why does subgame-perfect equilibrium rule them out?
8. Which of these relationships would be better modeled as involving repetitions and which not, or does it depend? For those that are repeated, which are more realistically seen as involving a definite number of repetitions and which an indefinite number?
   a. Two nearby gas stations posting their prices each morning.
   b. A professor testing students in a course.
   c. Students entering a dorm room lottery together.
   d. Accomplices committing a crime.
   e. Two lions fighting for a mate.
9. In the Tragedy of the Commons, we saw how a small change in A’s benefit resulted in a shift in A’s best response function and a movement along B’s best-response function. Can you think of other factors that might shift A’s best-response function? Relate this discussion to shifts in an individual’s demand curve versus movements along it.
10. Choose a setting from student life. Try to model it as a game, with a set number of players, payoffs, and actions. Is it like any of the classic games studied in this chapter?
PROBLEMS

5.1 Consider a simultaneous game in which player A chooses one of two actions (Up or Down), and B chooses one of two actions (Left or Right). The game has the following payoff matrix, where the first payoff in each entry is for A and the second for B.

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>Up</td>
<td>3, 3</td>
<td>5, 1</td>
</tr>
<tr>
<td>Down</td>
<td>2, 2</td>
<td>4, 4</td>
</tr>
</tbody>
</table>

a. Find the Nash equilibrium or equilibria.
b. Which player, if any, has a dominant strategy?

5.2 Suppose A can somehow change the game in problem 5.1 to a new one in which his payoff from Up is reduced by 2, producing the following payoff matrix.

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>Up</td>
<td>1, 3</td>
<td>3, 1</td>
</tr>
<tr>
<td>Down</td>
<td>2, 2</td>
<td>4, 4</td>
</tr>
</tbody>
</table>

a. Find the Nash equilibrium or equilibria.
b. Which player, if any, has a dominant strategy?
c. Does A benefit from changing the game by reducing his or her payoff in this way?

5.3 Return to the game given by the payoff matrix in Problem 5.1.

a. Write down the extensive form for the simultaneous-move game.
b. Suppose the game is now sequential move, with A moving first and then B. Write down the extensive form for this sequential-move game.
c. Write down the normal form for the sequential-move game. Find all the Nash equilibria. Which Nash equilibrium is subgame-perfect?

5.4 Consider the war over the new format for high-definition video disks discussed in Application 5.3, but shift the focus to the game (provided in the following table) between the two firms, Sony and Toshiba.

<table>
<thead>
<tr>
<th></th>
<th>Invest heavily</th>
<th>Slacken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toshiba</td>
<td>0, 0</td>
<td>3, 1</td>
</tr>
<tr>
<td>Sony</td>
<td>3, 1</td>
<td>2, 2</td>
</tr>
</tbody>
</table>

a. Find the pure-strategy Nash equilibrium or equilibria.
b. Compute the mixed-strategy Nash equilibrium. As part of your answer, draw the best-response function diagram for the mixed strategies.
c. Suppose the game is played sequentially, with Sony moving first. What are Toshiba’s contingent strategies? Write down the normal and extensive forms for the sequential version of the game.
d. Using the normal form for the sequential version of the game, solve for the Nash equilibria.
e. Identify the proper subgames in the extensive form for the sequential version of the game. Use backward induction to solve for the subgame-perfect equilibrium. Explain why the other Nash equilibria of the sequential game are “unreasonable.”

5.5 Two classmates A and B are assigned an extra-credit group project. Each student can choose to Shirk or Work. If one or more players chooses Work, the project is completed and provides each with extra credit valued at 4 payoff units each. The cost of completing the project is that 6 total units of effort (measured in payoff units) is divided equally among all players who choose to Work and this is subtracted from their payoff. If both Shirk, they do not have to expend any effort but the project is not completed, giving each a payoff of 0. The teacher can only tell whether the project is completed and not which students contributed to it.
5.6 Return to the Battle of the Sexes in Table 5.5. Compute the mixed-strategy Nash equilibrium under the following modifications and compare it to the one computed in the text. Draw the corresponding best-response-function diagram for the mixed strategies.

- Double all of the payoffs.
- Double the payoff from coordinating on one’s preferred activity from 2 to 4 but leave all other payoffs the same.
- Change the payoff from choosing one’s preferred activity alone (that is, not coordinating with one’s spouse) from 0 to ½ for each but leave all the other payoffs the same.

5.7 The following game is a version of the Prisoners’ Dilemma, but the payoffs are slightly different than in Table 5.1.

```
A
<table>
<thead>
<tr>
<th>Confess</th>
<th>Silent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confess</td>
<td>0, 0</td>
</tr>
<tr>
<td>Silent</td>
<td>-1, 3</td>
</tr>
</tbody>
</table>
B
<table>
<thead>
<tr>
<th>Left</th>
<th>Center</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up</td>
<td>4, 3</td>
<td>5, -1</td>
</tr>
<tr>
<td>Middle</td>
<td>2, 1</td>
<td>7, 4</td>
</tr>
<tr>
<td>Down</td>
<td>3, 0</td>
<td>9, 6</td>
</tr>
</tbody>
</table>
```

5.8 Find the pure-strategy Nash equilibrium or equilibria of the following game with three actions for each player.

```
C Chooses Mall  C Chooses Not Mall
<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mall</td>
<td>-2, -2</td>
<td>2, 0</td>
<td>2, 1</td>
<td>-1, 0</td>
</tr>
<tr>
<td>Not Mall</td>
<td>0, 1</td>
<td>2, 0</td>
<td>-1, 0</td>
<td>0, 0</td>
</tr>
</tbody>
</table>
```

- a. Write down the normal form for this game, assuming students choose to Shirk or Work simultaneously.
- b. Find the Nash equilibrium or equilibria.
- c. Does either player have a dominant strategy? What game from the chapter does this resemble?

5.9 Three department stores, A, B, and C, simultaneously decide whether or not to locate in a mall that is being constructed in town. A store likes to have another with it in the mall since then there is a critical mass of stores to induce shoppers to come out. However, with three stores in the mall, there begins to be too much competition among them and store profits fall drastically. Read the payoff matrix as follows: the first payoff in each entry is for A, the second for B, and the third for C. C’s choice determines which of the bold boxes the other players find themselves in.

```
A
<table>
<thead>
<tr>
<th>Mall</th>
<th>Not Mall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>C Chooses Mall</td>
</tr>
<tr>
<td>Mall</td>
<td>2, 0</td>
</tr>
<tr>
<td>Not Mall</td>
<td>0, 1</td>
</tr>
</tbody>
</table>
```

- a. Find the pure-strategy Nash equilibrium or equilibria of the game. You can apply the underlying method from the text as follows.
First, find the best responses for A and B, treating each bold box corresponding to C's choice as a separate game. Then find C's best responses by comparing corresponding entries in the two boxes (the two entries in the upper-left corners of both, the upper-right corners of both, etc.) and underlining the higher of the two payoffs.

b. What do you think the outcome would be if players chose cooperatively rather than non-cooperatively?

5.10 Consider the Tragedy of the Commons game from the chapter with two shepherds, A and B, where \( s_A \) and \( s_B \) denote the number of sheep each grazes on the common pasture. Assume that the benefit per sheep (in terms of mutton and wool) equals

\[
300 - s_A - s_B
\]

implying that the total benefit from a flock of \( s_A \) sheep is

\[
s_A(300 - s_A - s_B)
\]

and that the marginal benefit of an additional sheep (as one can use calculus to show or can take for granted) is

\[
300 - 2s_A - s_B
\]

Assume the (total and marginal) cost of grazing sheep is zero since the common can be freely used.

a. Compute the flock sizes and shepherds' total benefits in the Nash equilibrium.
b. Draw the best-response-function diagram corresponding to your solution.
c. Suppose A's benefit per sheep rises to \( 330 - s_A - s_B \). Compute the new Nash equilibrium flock sizes. Show the change from the original to the new Nash equilibrium in your best-response-function diagram.
In Chapter 9, we looked only at a single competitive market in isolation. We were not concerned with how things that happened in that one market might affect other markets. For many economic issues, this narrowing of focus is helpful—we need only look at what really interests us. For other issues, however, any detailed understanding requires that we look at how many related markets work. For example, if we wished to examine the effects of all federal taxes on the economy, we would need to look not only at a number of different product markets but also at markets for workers and for capital. Economists have developed both theoretical and empirical (computer) models for this purpose. These are called general equilibrium models because they seek to study market equilibrium in many markets at once. The models in Chapter 10, on the other hand, are called partial equilibrium models because they are concerned with studying equilibrium in only a single market. In this chapter, we take a very brief look at general equilibrium models. One purpose of this examination is to clarify further the concept of economic efficiency that we introduced in the previous chapter.
A PERFECTLY COMPETITIVE PRICE SYSTEM

The most common type of general equilibrium model assumes that the entire economy works through a series of markets like those we studied in Chapter 9. Not only are all goods allocated through millions of competitive markets but also all inputs have prices that are established through the workings of supply and demand. In all of these many markets, a few basic principles are assumed to hold:

- All individuals and firms take prices as given—they are price takers.
- All individuals maximize utility.
- All firms maximize profits.
- All individuals and firms are fully informed; there are no transactions costs, and there is no uncertainty.

These assumptions should be familiar to you. They are ones we have been making in many other places. One consequence of the assumptions (and a few others) is that it can be shown that when all markets work this way they establish equilibrium prices for all goods. At these prices, quantity supplied equals quantity demanded in every market.

WHY IS GENERAL EQUILIBRIUM NECESSARY?

To see why we need a general model of this type, consider the market for tomatoes that we studied in Chapter 9. Figure 10.1(a) shows equilibrium in this market by the intersection of the demand curve for tomatoes (D) with the supply curve for tomatoes (S). Initially, the price of tomatoes is given by P₁. Figure 10.1 also shows the markets for three other economic activities that are related to the tomato market: (b) the market for tomato pickers; (c) the market for cucumbers (a substitute for tomatoes in salads); and (d) the market for cucumber pickers. All of these markets are initially in equilibrium. The prices in these various markets will not change unless something happens to shift one of the curves.

Disturbing the Equilibrium

Suppose now that such a change does occur. Imagine a situation where the government announces that tomatoes have been found to cure the common cold so everyone decides to eat more of them. An initial consequence of this discovery is that the demand for tomatoes shifts outward to D₂. In our analysis in Chapter 9, this shift would cause the price of tomatoes to rise and that would be, more or less, the end of the story. Now, however, we wish to follow the repercussions of what has happened in the tomato market into the other markets shown in Figure 10.1. A first possible reaction would be in the market for tomato pickers. Because tomato prices...
have risen, the demand for labor used to harvest tomatoes increases. The demand curve for labor in Figure 10.1(b) shifts to $D'$. This tends to raise the wages of tomato pickers, which, in turn, raises the costs of tomato growers. The supply curve for tomatoes (which, under perfect competition, reflects only growers’ marginal costs) shifts to $S'$.

What happens to the market for cucumbers? Because people have an increased desire for tomatoes, they may reduce their demands for cucumbers because these tomato substitutes don’t cure colds. The demand for cucumbers shifts inward to $D'$, and cucumber prices fall. That reduces the demand for cucumber workers, and the wage associated with that occupation falls.
Reestablishing Equilibrium

We could continue this story indefinitely. We could ask how the lower price of cucumbers affects the tomato market. Or we could ask whether cucumber pickers, discouraged by their falling wages, might consider picking tomatoes, shifting the supply of labor curve in Figure 10.1(b) outward. To follow this chain of events further or to examine even more markets related to tomatoes would add little to our story. Eventually we would expect all four markets in Figure 10.1 (and all the other markets we have not shown) to reach a new equilibrium, such as that illustrated by the lighter supply and demand curves in the figure. Once all the repercussions have been worked out, the final result would be a rise in tomato prices (to $P_3$), a rise in the wages of tomato pickers (to $w_3$), a fall in cucumber prices (to $P_4$), and a fall in the wages of cucumber pickers (to $w_4$). This is what we mean then by a smoothly working system of perfectly competitive markets. Following any disturbance, all the markets can eventually reestablish a new set of equilibrium prices at which quantity demanded is equal to quantity supplied in each market. In Application 10.1: Modeling Excess Burden with a Computer we show why using a model that allows for interconnections among markets provides a more realistic and complete picture of how taxes affect the economy than does the single-market approach we took in Chapter 9.

A SIMPLE GENERAL EQUILIBRIUM MODEL

One way to give the flavor of general equilibrium analysis is to look at a simple supply-demand model of two goods together. Ingeniously, we will call these two goods $X$ and $Y$. The “supply” conditions for the goods are shown by the production possibility frontier $PP'$ in Figure 10.2. This curve shows the various combinations of $X$ and $Y$ that this economy can produce if its resources are employed efficiently. The curve also shows the relative opportunity cost of good $X$ in terms of good $Y$. Therefore, it is similar to a “supply curve” for good $X$ (or good $Y$).

Figure 10.2 also shows a series of indifference curves representing the preferences of the consumers in this simple economy for the goods $X$ and $Y$. These indifference curves represent the “demand” conditions in our model. Clearly, in this model, the best use of resources is achieved at point $E$ where production is $X^*$, $Y^*$. This point provides the maximum utility that is available in this economy given the limitations imposed by scarce resources (as represented by the production possibility frontier). As in Chapter 9, we define this to be an economically efficient allocation of resources. Notice that this notion of efficiency really has two components. First, there is a “supply” component—$X^*$, $Y^*$ is on the production possibility frontier. 

Micro Quiz 10.1

Why are there two supply curves in Figure 10.1(a)? How does this illustrate “feedback” effects? Why would a partial equilibrium analysis of the effect of an increase in demand for tomatoes from $D$ to $D'$ give the wrong answer?

Economically efficient allocation of resources

An allocation of resources in which the sum of consumer and producer surplus is maximized. Reflects the best (utility-maximizing) use of scarce resources.

---

2All of the points on $PP'$ are sometimes referred to as being “technically efficient” in the sense that available inputs are fully employed and are being used in the right combinations by firms. Points inside $PP'$ (such as $G$) are technically inefficient because it is possible to produce more of both goods. For an analysis of the relationship between input use and technical efficiency, see Problem 10.9.
In Chapter 9 we showed that many taxes create "excess burdens" in that they reduce total consumer well-being by more than the amounts collected in tax revenues. A primary shortcoming of our analysis of this issue was that we looked only at a single market—an approach that may significantly understate matters.

Excess Burden in General Equilibrium Models
More precise estimates of the effect of taxation can be obtained from large-scale general equilibrium models. One interesting comparison of excess burden estimates from such models to similar estimates from single-market models found that the simple models may underestimate excess burden by as much as 80 percent. For example, the authors look at a potential five percent tax on energy consumption in the United States and find that the excess burden estimated from a simple model is about $0.5 billion per year, whereas it is $2.6 billion per year when studied in a complete model of the economy. The main reason for such large differences is that a single-market analysis fails to consider how an energy tax might affect workers' labor supply decisions.

Some Other Results
Other examples using general-equilibrium models to evaluate the excess burden of various tax systems are easy to find. For example, early studies of the entire tax system in the United Kingdom found that the distortions induced by taxes resulted in a deadweight loss of 6 to 9 percent of total GDP. The tax system imposed particularly heavy costs on British manufacturing industries, perhaps contributing to the country's relatively poor economic performance prior to the Thatcher reforms.

Another set of examples is provided by papers that look at special tax breaks provided to homeowners in the United States. Probably the two most important such breaks are the deductibility of mortgage payments for homeowners and the failure to tax the in-kind services people receive from living in their own homes. This special treatment biases peoples' choices in favor of owning rather than renting and probably causes them to invest more in houses and less in other forms of saving—an effect that was exaggerated by low mortgage rates in 2003–2005. General equilibrium models generally find significant overinvestment in housing, which may impose significant efficiency costs on the U.S. economy.

Tax Progressivity
Finally, a number of authors have been interested in how the progressive income tax affects welfare in the United States (and elsewhere). The advantage of income tax progressivity is that it may reduce inequality in after-tax incomes, thereby providing some implicit "insurance" to low-income people. The disadvantage of such tax schemes is that the high marginal tax rates required may adversely affect the work and savings behavior of high-income people. An interesting recent paper by Conesa and Krueger uses a computer general equilibrium model to determine whether the degree of progressivity in the U.S. income tax is optimal, or whether some different scheme would provide similar distributional benefits with less overall excess burden. They find that a flat tax (see Application 1A.2) with a large exemption might increase overall welfare by about 1.7 percent relative to the current system.

Discussions of the wisdom of government projects seldom mention the potential costs involved in the taxes needed to finance them. But most of the studies examined here suggest that such costs can be large. Should the announced "costs" of government projects be increased above their actual resource costs to account for the excess burden of the taxes needed to pay for them?

---

frontier. Any point inside the frontier would be inefficient because it would provide less utility than can potentially be achieved in this situation. The efficiency of $X^*$, $Y^*$ also has a “demand” component because, from among all those points on $PP'$, this allocation of resources provides greatest utility. This reinforces the notion that the ultimate goal of economic activity is to improve the welfare of people. Here, people decide for themselves which allocation is the best.

The efficient allocation shown at point $E$ in Figure 10.2 is characterized by a tangency between the production possibility frontier and consumer’s indifference curve. The increasingly steep slope of the frontier shows that $X$ becomes relatively more costly as its production is increased. On the other hand, the slope of an indifference curve shows how people are willing to trade one good for another in consumption (the marginal rate of substitution). That slope flattens as people consume more $X$ because they seek balance in what they have. The tangency in Figure 10.2 therefore shows that one sign of efficiency is that the relative opportunity costs of goods in production should equal the rate at which people are willing to trade these goods for each other. In that way, an efficient allocation ties together technical information about relative costs from the supply side of the market with information about preferences from the demand side. If these slopes were not equal (say at point $F$) the allocation of resources would be inefficient (utility would be $U_1$ instead of $U_2$).

In this economy, the production possibility frontier represents those combinations of $X$ and $Y$ that can be produced. Every point on the frontier is efficient in a technical sense. However, only the output combination at point $E$ is a true utility maximum for the typical person. Only this point represents an economically efficient allocation of resources.
Notice that the description of economic efficiency in Figure 10.2 is based only on the available resources (as shown by the production possibility frontier) and on the preferences of consumers (as shown by the indifference curves). As the definition of “economics” makes clear, the problem faced by any economy is how to make the best use of its available resources. Here, the term “best use” is synonymous with “utility maximizing.” That is, the best use of resources is the one that provides the maximum utility to people. The fact that such an efficient allocation aligns the technical trade-offs that are feasible with the trade-offs people are willing to make (as shown by the tangency at point $E$ in Figure 10.2) also suggests that finding an efficient allocation may have some connection to the correct pricing of goods and resources—a topic to which we now turn.

**THE EFFICIENCY OF PERFECT COMPETITION**

In this simple model, the “economic problem” is how to achieve this efficient allocation of resources. One of the most important discoveries of modern welfare economics is to show that, under certain conditions, competitive markets can bring about this result. Because of the importance of this conclusion, it is sometimes called the **first theorem of welfare economics**. This “theorem” is simply a generalization of the efficiency result we described in Chapter 9 to many markets. Although a general proof of the theorem requires a lot of mathematics, we can give a glimpse of that proof by seeing how the efficient allocation shown in Figure 10.2 might be achieved through competitive markets.

In Figure 10.3, we have redrawn the production possibility frontier and indifference curves from Figure 10.2. Now assume that goods $X$ and $Y$ are traded in perfectly competitive markets and that the initial prices of the goods are $P^1_X$ and $P^1_Y$, respectively. With these prices, profit-maximizing firms will choose to produce $X_1$, $Y_1$ because, from among all the combinations of $X$ and $Y$ on the production possibility frontier, this one provides maximum revenue and profits.3

On the other hand, given the budget constraint represented by line $CC$, individuals collectively will demand $X'_1$, $Y'_1$.4 Consequently, at this price ratio, there is excess demand for good $X$ (people want to

---

3The point provides maximum revenue because the prices of $X$ and $Y$ determine the slope of the line $CC$, which represents total revenue for the firm ($P^1_X + P^1_Y$), and this line is as far from the origin as possible given that production must take place on $PP$. But the production possibility frontier assumes that total input usage is the same everywhere on and inside the frontier. Hence, maximization of revenue also amounts to maximization of profits.

4It is important to recognize why the budget constraint has this location. Because $P^1_X$ and $P^1_Y$ are given, the value of total production is

$$P^1_X \cdot X_1 + P^1_Y \cdot Y_1$$

This is the value of total output in the simple economy pictured in the figure. Because of the accounting identity “value of income = value of output,” this is also the total income accruing to people in society. Society’s budget constraint passes through $X_1$, $Y_1$ and has a slope of $-P^1_X/P^1_Y$. This is precisely the line labeled $CC$ in the figure.
buy more than is being produced), whereas there is an excess supply of good $Y$. The workings of the marketplace will cause $P_X$ to rise and $P_Y$ to fall. The price ratio $P_X/P_Y$ will rise; the price line will move clockwise along the production possibility frontier. That is, firms will increase their production of good $X$ and decrease their production of good $Y$. Similarly, people will respond to the changing prices by substituting $Y$ for $X$ in their consumption choices. The actions of both firms and individuals simultaneously eliminate the excess demand for $X$ and the excess supply of $Y$ as market prices change.

Equilibrium is reached at $X^*$, $Y^*$, with an equilibrium price ratio of $P^*_X/P^*_Y$. With this price ratio, supply and demand are equilibrated for both good $X$ and good $Y$. Firms, in maximizing their profits, given $P^*_X$ and $P^*_Y$, will produce $X^*$ and $Y^*$. Given the income that this level of production provides to people, they will purchase precisely $X^*$ and $Y^*$.

**Micro Quiz 10.3**

Draw simple supply and demand curve models for determining the prices of $X$ and $Y$ in Figure 10.3. Show the “disequilibrium” points $X_1$ and $X'_1$ on your diagram for good $X$ and points $Y_1$ and $Y'_1$ on your diagram for good $Y$. Describe how both of these markets reach equilibrium simultaneously.
equilibrated by the operation of the price system, but the resulting equilibrium is also economically efficient. As we showed previously, the equilibrium allocation $X^*, Y^*$ provides the highest level of utility that can be obtained given the existing production possibility frontier. Figure 10.3 provides a simple two-good general equilibrium proof of the first theorem of welfare economics.

**Some Numerical Examples**

Let’s look at a few numerical examples that illustrate the connection between economic efficiency and pricing in a general equilibrium context. In all of these examples, we will assume that there are only two goods ($X$ and $Y$) and that the production possibility frontier for this economy is a quarter-circle given by the equation:

$$X^2 + Y^2 = 100, \quad X \geq 0, \quad Y \geq 0. \quad (10.1)$$

This production possibility frontier is shown in Figure 10.4. Notice that the maximum amount of $X$ that can be produced is 10 (if $Y = 0$) and that the maximum amount of $Y$ that can be produced (if $X = 0$) is also 10.

Calculating the slope of this production possibility frontier at any point on it is mainly a problem in calculus; hence, we will show it in a footnote. But the result that the slope is given by the ratio $X/Y$ will prove useful in working many problems. Now, we must introduce preferences to discover which of the points on the production possibility frontier are economically efficient.

**Figure 10.4** Hypothetical Efficient Allocations

Here, the production possibility frontier is given by $X^2 + Y^2 = 100$. If preferences require $X = Y$, point $A$ will be efficient and $P_X/P_Y = 1$. If preferences require $X = 2Y$, point $B$ will be efficient, $P_X/P_Y = 2$. If preferences require $P_X/P_Y = 1/3$, point $C$ is efficient.

---

5Take the total differential of equation 10.1: $2Xdx + 2Ydy = 0$ and solve for the slope: $dY/dX = -2X/2Y = -X/Y$. 
**Fixed Proportions** Suppose that people wish to consume these two goods in the fixed ratio \( X = Y \) (for example, suppose these are left and right shoes). Then, substituting this requirement into the equation for the production possibility frontier would yield:

\[
X^2 + X^2 = 2X^2 = 100 \quad \text{or} \quad X = Y = \sqrt{50}. \tag{10.2}
\]

This efficient allocation is denoted as point \( A \) in Figure 10.4. The slope of the production possibility frontier at this point would be \(-X/Y = -\sqrt{50}/\sqrt{50} = -1\). Hence, with these preferences, the technical trade-off rate between \( X \) and \( Y \) is one-for-one; that is, in competitive markets, the goods will have the same price (and relative opportunity costs).

If peoples’ preferences were different, the efficient allocation would also be different. For example, if people wish to consume only combinations of the two goods for which \( X = 2Y \), then, substituting into Equation 10.1 yields:

\[
(2Y)^2 + Y^2 = 5Y^2 = 100, \quad Y = \sqrt{20}, \quad X = 2\sqrt{20}. \tag{10.3}
\]

This is shown by point \( B \) in Figure 10.4. At this point, the slope of the production possibility frontier is \(-X/Y = -2\sqrt{20}/\sqrt{20} = -2\). So, the price of good \( X \) would be twice that of good \( Y \); the fact that more \( X \) is demanded in conjunction with the increasing opportunity cost of producing this good (as shown by the concave shape of the production possibility frontier) account for this result.

**Perfect Substitutes** When goods are perfect substitutes, individual’s marginal rates of substitution between the goods will determine relative prices. This is the only price ratio that can prevail in equilibrium because at any other price ratio, individuals would choose to consume only one of the goods. For example, if people view \( X \) and \( Y \) as perfect substitutes for which they are always willing to trade the goods on a one-for-one basis, then the only price ratio that can prevail in equilibrium is \( 1.0 \). If good \( X \) were cheaper than good \( Y \), this person would only buy \( X \), and if it were more expensive than good \( Y \), he or she would only buy \( Y \). Therefore, the efficient allocation should be where the slope of the production possibility frontier is \(-1.0\). Using this fact, we have: Slope = \(-X/Y = -1\), so \( X = Y \), and equilibrium must again be at point \( A \) in Figure 10.4. But notice that the reason for being at \( A \) differs from our reason in the fixed proportions case. In that earlier case, the efficient point was at \( A \) because people want to consume \( X \) and \( Y \) in a one-to-one ratio. In this case, people are willing to consume the two goods in any ratio, but, because the goods are perfect substitutes, the slope of the production possibility frontier must be \(-1.0\). Finding where this slope occurs determines the efficient allocation in this case.

To illustrate, suppose people viewed \( X \) and \( Y \) as perfect substitutes but were always willing to trade 3 units of \( X \) for 1 unit of \( Y \). In this case, the price ratio must be \( P_X/P_Y = 3 \). Setting this equal to the slope of the production possibility frontier yields: Slope = \(-X/Y = -1/3 \) so \( Y = 3X \), and the point on the production possibility frontier can be found by:

\[
X^2 + (3X)^2 = 10X^2 = 100 \quad \text{so} \quad X = \sqrt{10} \quad \text{and} \quad Y = 3\sqrt{10}. \tag{10.4}
\]
This allocation is shown by point C in Figure 10.4. Because the relative price of X must be low in equilibrium, relatively little of that good will be produced to avoid incurring unwarranted opportunity costs higher than \( \frac{1}{3} \).

**Other Preferences** Finding the efficient allocation and associated prices with other kinds of preferences will usually be more complicated than these two simple examples. Still, the basic method of finding the correct tangency on the production possibility frontier continues to apply. This tangency not only indicates which of the allocations on the frontier is efficient (because it meets individual preferences), but it also shows the price ratio that must prevail in order to lead both firms and individuals to this allocation.

---

**Slopes and Tangencies Determine Efficient Allocations**

Efficiency in economics relates to the trade-offs that firms and individuals make. These trade-offs are captured by the slope of the production possibility frontier and by the slopes of individuals’ indifference curves. The efficient points cannot be found by dealing with quantities alone. This is a mistake beginning students often make—they try to find solutions without ever looking at trade-off rates (slopes). This approach “worked” in our first example because you just had to find the point of the production possibility frontier where \( X = Y \). But, even in that case, it was impossible to calculate relative prices without knowing the slope of the frontier at this point. In more complicated cases, it will be generally impossible even to find an efficient allocation without carefully considering the trade-off rates involved.

---

**Prices, Efficiency, and Laissez-Faire Economics**

We have shown that a perfectly competitive price system, by relying on the self-interest of people and of firms and by utilizing the information carried by equilibrium prices, can arrive at an economically efficient allocation of resources. This finding provides “scientific” support for the laissez-faire position taken by many economists. For example, take Adam Smith’s assertion that

> The natural effort of every individual to better his own condition, when suffered to exert itself with freedom and security, is so powerful a principle that it is alone, and without any assistance, not only capable of carrying on the society to wealth and prosperity, but of surmounting a hundred impertinent obstructions with which the folly of human laws too often encumbers its operations….

We have seen that this statement has considerable theoretical validity. As Smith noted, it is not the public spirit of the baker that provides bread for people to eat. Rather, bakers (and other producers) operate in their own self-interest in responding to market signals (Smith’s invisible hand). In so doing, their actions are coordinated by the market into an efficient, overall pattern. The market system, at least in this simple model, imposes a very strict logic on how resources are used.

---

That efficiency theorem raises many important questions about the ability of markets to arrive at these perfectly competitive prices and about whether the theorem should act as a guide for government policy (for example, whether governments should avoid interfering in international markets as suggested by Application 10.2: Gains from Free Trade and the NAFTA and CAFTA Debates).

WHY MARKETS FAIL TO ACHIEVE ECONOMIC EFFICIENCY

Showing that perfect competition is economically efficient depends crucially on all of the assumptions that underlie the competitive model. Several conditions that may prevent markets from generating such an efficient allocation.

Imperfect Competition

**Imperfect competition** in a broad sense includes all those situations in which economic actors (that is, buyers or sellers) exert some market power in determining price. The essential aspect of all these situations is that marginal revenue is different from market price since the firm is no longer a price taker. Because of this, relative prices no longer accurately reflect marginal costs, and the price system no longer carries the information about costs necessary to ensure efficiency. The deadweight loss from monopoly that we will study in Chapter 11 is a good measure of this inefficiency.

Externalities

A price system can also fail to allocate resources efficiently when there are cost relationships among firms or between firms and people that are not adequately represented by market prices. Examples of these are numerous. Perhaps the most common is the case of a firm that pollutes the air with industrial smoke and other debris. This is called an *externality*. The firm’s activities impose costs on other people, and these costs are not taken directly into account through the normal operation of the price system. The basic problem with externalities is that firms’ private costs no longer correctly reflect the social costs of production. In the absence of externalities, the costs a firm incurs accurately measure social costs. The prices of the resources the firm uses represent all the opportunity costs involved in production. When a firm creates externalities, however, there are additional costs—those that arise from the external damage. The fact that pollution from burning coal to produce steel causes diseases and general dirt and grime is as much a cost of production as are the wages paid to the firm’s workers. However, the firm responds only to private input costs of steel production in deciding how much steel to produce. It disregards the social costs of its pollution. This results in a gap between market price and (social) marginal cost and therefore leads markets to misallocate resources. In Chapter 16, we look at this issue in some detail.

Public Goods

A third potential failure of the price system to achieve efficiency stems from the existence of certain types of goods called **public goods**. These goods have two
characteristics that make them difficult to produce efficiently through private markets. First, the goods can provide benefits to one more person at zero marginal cost. In this sense the goods are “nonrival,” in that the cost of producing them cannot necessarily be assigned to any specific user. Second, public goods are “nonexclusive”—no person can be excluded from benefiting from them. That is, people gain from the good being available, whether they actually pay for it or not.

To see why public goods pose problems for markets, consider the most important example, national defense. Once a national defense system is in place, one more person can enjoy its protection at zero marginal cost, so this good is nonrival. Similarly, all people in the country benefit from being protected whether they like it or not. It is not possible to exclude people from such benefits, regardless of what they do. Left to private markets, however, it is extremely unlikely that national defense would be produced at efficient levels. Each person would have an incentive to pay nothing voluntarily for national defense, in the hope that others would pay instead. Everyone would have an incentive to be a “free rider,” relying on spending by others (which would never materialize). As a result, resources would then be underallocated to national defense in a purely market economy. To avoid such misallocations, communities will usually decide to have public goods (other examples are legal systems, traffic control systems, or mosquito control) produced by the government and will finance this production through some form of compulsory taxation. Economic issues posed by this process are also discussed in detail in Chapter 16.

Imperfect Information
Throughout our discussion of the connection between perfect competition and economic efficiency, we have been implicitly assuming that the economic actors involved are fully informed. The most important kind of information they are assumed to have is a knowledge of equilibrium market prices. If for some reason markets are unable to establish these prices or if demanders or suppliers do not know what these prices are, the types of “invisible hand” results we developed may not hold. Consider, for example, the problem that any consumer faces in trying to buy a new television. Not only does he or she have to make some kind of judgment about the quality of various brands (to determine what the available “goods” actually are) but this would-be buyer also faces the problem of finding out what various sellers are charging for a particular set. All of these kinds of problems have been assumed away so far by treating goods as being homogeneous and having a universally known market price. As we will see in Chapter 15, if such assumptions do not hold, the efficiency of perfectly competitive markets is more problematic.

EFFICIENCY AND EQUITY

So far in this chapter we have discussed the concept of economic efficiency and whether an efficient allocation of resources can be achieved through reliance on market forces. We have not mentioned questions of equity or fairness in the way goods are distributed among people. In this section, we briefly take up this question. We show not only that it is very difficult to define what an equitable distribution of resources is but also that there is no reason to expect that allocations that result
Free trade has been controversial for centuries. One of the most influential debates about trade took place following the Napoleonic Wars in Britain during the 1820s and 1830s. The primary focus of the debate concerned how eliminating high tariffs on imported grain would affect the welfare of various groups in society. Many of the same arguments made in the debate over these “Corn Laws” have reappeared nearly two centuries later in modern debates over free-trade policies.

**General Equilibrium Theory of Free Trade**

A general equilibrium model is needed to study the impact of free trade on various segments of society. One simple version of such a model is shown in Figure 1. The figure shows those combinations of grain (X) and manufactured goods (Y) that can be produced by, say, British factors of production. If the Corn Laws prevented all trade, point E would represent the domestic equilibrium. Britain would produce and consume quantities $X_E$ and $Y_E$, and these would yield a utility level of $U_2$ to the typical British person. Removal of the tariffs would reduce the prevailing domestic price ratio to reflect world prices where grain is cheaper. At these world prices, Britain would reduce its production of grain from $X_E$ to $X_A$ and increase its production of manufactured goods from $Y_E$ to $Y_A$. Trade with the rest of Europe would permit British consumption to move to point B. The country would import grain in amounts $X_B - X_A$ and export manufactured goods $Y_A - Y_B$. The utility of the typical British consumer would rise to $U_3$. Hence, adoption of free trade can involve substantial welfare gains.

But trade can also affect the prices of various inputs. Because British production has been reallocated from point E to point A, the demand for inputs used in the manufacturing industry will increase whereas the demand for inputs used to produce grain will fall. In the British case, this was good news for factory workers but bad news for landowners. Not surprisingly, the landowners strenuously fought repeal of the Corn Laws. Ultimately, however, the fact that both workers and typical British consumers gained from trade carried the day, and Britain became a leading proponent of free trade for the remainder of the nineteenth century.

**Modern Resistance to Free Trade**

Because opening of free trade has the capacity to affect the incomes of various inputs, that policy continues to be politically controversial to this day. In the United States and most Western countries, for example, export industries tend to demand skilled workers and significant amounts of high-tech capital equipment. Imports, on the other hand, tend to be produced by less-skilled workers. Hence, it might be expected that relaxation of trade barriers would result in rising wages for skilled workers but stagnating or falling wages for workers with fewer skills. This can be seen by the positions that unions take in trade debates—unions representing skilled workers (such as machinists, agricultural equipment workers, or workers in the chemical and petroleum industries) tend to support free trade, whereas those representing less-skilled workers (textiles or footwear, for example) tend to oppose it.

A related reason why workers in import-competing industries will oppose free trade initiatives concerns adjustment costs. When production shifts from import to export goods, workers must move out of industries that produce the imported goods. In general, it seems likely that they will eventually be reemployed in other industries, but they may have to learn new skills to get those jobs and the process of doing so may take some time. Many nations offer...
“trade-adjustment” policies that seek to mitigate the costs involved in such transitions by offering worker training or extra unemployment benefits. The U.S. Trade Adjustment Assistance (TAA) program, for example, identifies workers for whom international trade was a cause of job loss. If these workers enter a training program (paid for through government vouchers) they may be able to collect unemployment benefits for up to 78 weeks—a full year longer than is provided for under the normal program of unemployment benefits. Workers who need remedial education can collect even more weeks of benefits. In combination with other assistance (such as subsidized health insurance benefits) TAA therefore provides a considerable cushion to workers affected by trade.1 Whether such assistance can ever fully compensate for the costs individual workers incur from expansion of trade is an open question, however.

The NAFTA Debate

All of these issues were highlighted in the early 1990s debate over the North American Free Trade Agreement. That agreement significantly reduced trade barriers between the United States, Canada, and Mexico. Early computer modeling of the impact of the NAFTA did indeed suggest that the agreement might pose some short-term costs for low-wage workers.2 But the models also showed that such costs were significantly outweighed by the gains to other workers and to consumers in all of the countries involved. Indeed, some of the more complicated general equilibrium models suggested that low-wage workers in the United States might not be especially harmed by the agreement because it might improve the operations of the labor markets in which they work.

The generally beneficial outcomes predicted by the general-equilibrium modeling of NAFTA largely seem to have materialized. Indeed, trade among the United States, Canada, and Mexico has generally increased during the past decade to a much greater extent than was predicted by the models, especially in areas where goods had not traditionally been traded.3 The relatively benign effect of this expansion of trade on input markets predicted in the models also seems to be supported by the actual data.

Other Free-Trade Agreements

The apparent success of NAFTA spawned suggestions for a number of additional trading pacts. Relatively modest agreements are now in effect between the United States and Australia, Chile, Singapore, Israel, and Jordan. In early 2005, Congress began debating the Central American Free Trade Agreement (CAFTA) that would eventually phase out all tariffs between the United States and Central American countries (including the Dominican Republic). Major beneficiaries of the agreement in the United States are farmers and ranchers (who currently face numerous restrictions on exporting to Central America) and makers of yarn and fabrics (because the agreement will make garment factories in Central America more competitive with those in Asia). But, like its predecessor, CAFTA is controversial in many quarters and was weighted down with special provisions limiting imports of some goods (once again sugar gets special treatment). The agreement also imposed labor and environmental restrictions on some Central American countries, and some politicians tried to tie its passage to the adoption of restrictions on trade with China. Ultimately, CAFTA passed Congress by a few votes in July 2005, but the fight over such a modest portion of U.S. trade suggested future problems. No new trade agreements (including a long-proposed one with Colombia) have been passed since 2005.

1. Figure 1 shows that there are two sources of the utility gains from free trade: (1) a consumption gain because consumers can consume combinations of goods that lie outside a nation’s production possibility frontier, and (2) a specialization effect because nations can specialize in producing goods with relatively high world prices. How would you show these effects in Figure 1? What would determine whether the effects were large or small?

2. Figure 1 shows that a nation will export goods that have a lower relative price domestically than they do in international markets (in this case, good Y). What factors determine such a nation’s “comparative advantage”?

---

from a competitive price system (or from practically any other method of allocating resources, for that matter) will be equitable.

Defining and Achieving Equity
A primary problem with developing an accepted definition of “fair” or “unfair” allocations of resources is that not everyone agrees as to what the concept means. Some people might call any allocation “fair” providing no one breaks any laws in arriving at it—these people would call only acquisition of goods by theft “unfair.” Others may base their notions of fairness on a dislike for inequality. Only allocations in which people receive about the same levels of utility (assuming these levels could be measured and compared) would be regarded as fair. On a more practical level, some people think the current distribution of income and wealth in the United States is reasonably fair whereas others regard it as drastically unfair. Welfare economists have devised a number of more specific definitions, but these tend to give conflicting conclusions about which resource allocations are or are not equitable. There is simply no agreement on this issue.7

Equity and Competitive Markets
Even if everyone agreed on what a fair allocation of resources (and, ultimately, of people’s utility) is, there would still be the question of how such a situation should be achieved. Can we rely on voluntary transactions among people to achieve fairness, or will something more be required? Some introspection may suggest why voluntary solutions will not succeed. If people start out with an unequal distribution of goods, voluntary trading cannot necessarily erase that inequality. Those who are initially favored will not voluntarily agree to make themselves worse off. Similar lessons apply to participation in competitive market transactions. Because these are voluntary, they may not be able to erase initial inequalities, even while promoting efficient outcomes.

Adopting coercive methods to achieve equity (such as taxes) may involve problems too. For example, in several places in this book, we have shown how taxes may affect people’s behavior and result in efficiency losses that arise from this distortion. Using government’s power to transfer income may therefore be a costly activity; achieving equity may involve important losses of efficiency. Making decisions about equity-efficiency trade-offs is a major source of political controversy throughout the world.

THE EDGEWORTH BOX DIAGRAM FOR EXCHANGE
Issues about equity can best be illustrated with a graphic device called the Edgeworth box diagram. In this diagram, a box is used that has dimensions given by the total quantities of two goods available (we’ll call these goods simply X and Y).

The horizontal dimension of the box represents the total quantity of X available, whereas the vertical height of the box is the total quantity of Y. These dimensions are shown in Figure 10.5. The point OS is considered to be the origin for the first person (call her Smith). Quantities of X are measured along the horizontal axis rightward from OS; quantities of Y, along the vertical axis upward from OS. Any point in the box can be regarded as some allocation of X and Y to Smith. For example, at point E, Smith gets \( X^E_S \) and \( Y^E_S \). The useful property of the Edgeworth box is that the quantities received by the second person (say, Jones) are also recorded by point E. Jones simply gets that part of the total quantity that is left over. In fact, we can regard Jones’s quantities as being measured from the origin OJ. Point E therefore also corresponds to the quantities \( X^E_J \) and \( Y^E_J \) for Jones. Notice that the quantities assigned to Smith and Jones in this manner exactly exhaust the total quantities of X and Y available.

**Mutually Beneficial Trades**

Any point in the Edgeworth box represents an allocation of the available goods between Smith and Jones, and all possible allocations are contained somewhere in the box. To discover which of the allocations offer mutually beneficial trades, we must introduce these people’s preferences. In Figure 10.6, Smith’s indifference curve map is drawn with origin OS. Movements in a northeasterly direction represent higher levels of utility to Smith. In the same figure, Jones’s indifference curve map is drawn with the corner OJ as an origin. We have taken Jones’s indifference curve map, rotated it 180 degrees, and fit it into the northeast corner of the Edgeworth box. Movements in a southwesterly direction represent increases in Jones’s utility level.

Using these superimposed indifference curve maps, we can identify the allocations from which some mutually beneficial trades might be made. Any point for which the MRS for Smith is unequal to that for Jones represents such an opportunity. Consider an arbitrary initial allocation such as point E in Figure 10.5. This point lies on the point of intersection of Smith’s indifference curve \( U^E_S \) and Jones’s indifference curve \( U^E_J \). Obviously, the marginal rates of substitution (the slopes of the indifference curves) are not equal at E. Any allocation in the oval-shaped area in Figure 10.6 represents a mutually beneficial trade for these two people—they can both move to a higher level of utility by adopting a trade that moves them into this area.

**Efficiency in Exchange**

When the marginal rates of substitution of Smith and Jones are equal, however, such mutually beneficial trades are not available. The points \( M_1, M_2, M_3, \) and \( M_4 \) in Figure 10.6 indicate tangencies of these individuals’ indifference curves, and
movement away from such points must make at least one of the people worse off. A move from $M_2$ to $E$, for example, reduces Smith’s utility from $U^2_S$ to $U^1_S$, even though Jones is made no worse off by the move. Alternatively, a move from $M_2$ to $F$ makes Jones worse off but keeps the Smith utility level constant. In general, then, these points of tangency do not offer the promise of additional mutually beneficial trading. Such points are called Pareto efficient allocations after the Italian scientist Vilfredo Pareto (1878–1923), who pioneered in the development of the formal theory of exchange. Notice that along $O_S$, $O_J$ the MRS for Smith is equal to that for Jones. The line $O_S$, $O_J$ is called the contract curve.

**Pareto efficient allocation**

An allocation of available resources in which no mutually beneficial trading opportunities are unexploited. That is, an allocation in which no one person can be made better off without someone else being made worse off.

**Contract curve**

The set of efficient allocations of the existing goods in an exchange situation. Points off that curve are necessarily inefficient, since individuals can be made unambiguously better off by moving to the curve.

The points on the curve $O_S$, $O_J$ are efficient in the sense that at these allocations Smith cannot be made better off without making Jones worse off, and vice versa. An allocation such as $E$, on the other hand, is inefficient because both Smith and Jones can be made better off by choosing to move into the blue area. Notice that along $O_S$, $O_J$ the MRS for Smith is equal to that for Jones. The line $O_S$, $O_J$ is called the contract curve.

movement away from such points must make at least one of the people worse off. A move from $M_2$ to $E$, for example, reduces Smith’s utility from $U^2_S$ to $U^1_S$, even though Jones is made no worse off by the move. Alternatively, a move from $M_2$ to $F$ makes Jones worse off but keeps the Smith utility level constant. In general, then, these points of tangency do not offer the promise of additional mutually beneficial trading. Such points are called Pareto efficient allocations after the Italian scientist Vilfredo Pareto (1878–1923), who pioneered in the development of the formal theory of exchange. Notice that the Pareto definition of efficiency does not require any interpersonal comparisons of utility; we never have to compare Jones’s gains to Smith’s losses or vice versa. Rather, individuals decide for themselves whether particular trades improve utility. For efficient allocations, there are no such additional trades to which both parties would agree.

**Contract Curve**

The set of all the efficient allocations in an Edgeworth box diagram is called the contract curve. In Figure 10.6, this set of points is represented by the line running...
Efficiency and Equity

The Edgeworth box diagram not only allows us to show Pareto efficiency, but also illustrates the problematic relationship between efficiency and equity. Suppose, for example, that everyone agreed that the only fair allocation is one of equal utilities. Perhaps everyone remembers his or her childhood experiences in dividing up a cake or candy bar where equal shares seemed to be the only reasonable solution. This desired allocation might be represented by point $E$ in the Edgeworth exchange box in Figure 10.7. On the other hand, suppose Smith and Jones start out at point $A$—at which Smith is in a fairly favorable situation. As we described previously, any allocation between $M_2$ and $M_3$ is preferable to point $A$ because both people would be better off by voluntarily making such a move. In this case, however, the point of equal utility ($E$) does not fall in this range. Smith would not voluntarily agree to move to point $E$ since that would make her worse off than at point $A$. Smith would prefer to refrain from any trading rather than accept the “fair” allocation $E$. In the language of welfare economics, the initial endowments (that is, the starting place for trading) of Smith and Jones are so unbalanced that voluntary agreements will not result in the desired equal allocation of utilities. If point $E$ is to be achieved, some coercion (such as taxation) must be used to get Smith to accept it. The idea that redistributive taxes might be used together with competitive markets to yield allocations of resources that are both efficient and equitable has proven to be a tantalizing prospect for economists, as Application 10.3: The Second Theorem of Welfare Economics illustrates.

Equity and Efficiency with Production

Examining the relationship between equity and efficiency is more complex in a model in which production occurs. In our discussion so far, the size of the Edgeworth Box has been fixed, and we have only looked at how a given supply of two goods can be allocated between two people. After we allow for production, the size of the Edgeworth Box is no longer given but will depend on how much is actually produced in the economy. Of course, we can still study the utility that people get from various potential ways in which this production might be distributed. But now looking at the effects of redistribution of initial endowments becomes more complicated because such redistribution may actually affect how much is produced. For
example, if we were considering a plan that would redistribute income from a person with an “initial endowment” of skills to a person with few skills, we would have to consider whether such a plan would affect the high-skilled person’s willingness to work. We should also think about whether receipt of income by a person with few skills might also affect this person’s behavior. Although the size of such effects is largely an empirical question, it seems likely that such attempts at redistribution would have some (probably negative) effect on production. On a conceptual level then it is unclear whether such redistribution would actually raise the utility of the low-skilled person—production could decrease by enough that both people could be worse off (for an example, see Problem 10.10). Even if such a large effect would appear to be unlikely, it is still important to know what the effects of redistribution policy on production are so that potential tradeoffs between equity and efficiency can be better understood.

**MONEY IN GENERAL EQUILIBRIUM MODELS**

Thus far in this chapter, we have shown how competitive markets can establish a set of relative prices at which all markets are in equilibrium simultaneously. At several
Zealous students of microeconomics will be happy to know that there is, in fact, a “second” theorem of welfare economics that accompanies the more popular first “invisible hand” theorem. This second theorem focuses on equity and shows how competitive markets might be used to achieve that goal. Specifically, the theorem states that any desired allocation of utility among the members of society can be achieved through the operations of competitive markets, providing initial endowments are set appropriately. Suppose, for example, that equity dictated that the distribution of utility between Smith and Jones in Figure 10.6 must lie between $M_2$ and $M_3$ on the contract curve. The second theorem states that this can be achieved by adjusting initial endowments to point $F$ and then allowing competitive trading between these two people. How this state of affairs might be achieved in the real world is the subject of this application.

**Lump-Sum Redistribution**

Sometimes the second theorem of welfare economics is paraphrased as “social policy should pursue efficiency (competitive pricing), thereby making the ‘pie’ as big as possible—any resulting undesirable inequalities can be patched up with lump-sum taxes and transfers.” It is this vision that provides the impetus to the adherents of many “free-market” policies. But the view is probably too simplistic for at least two reasons. First, most real-world tax and transfer schemes depart significantly from the lump-sum ideal. That is, virtually all such schemes distort people’s behavior and therefore cause welfare losses of their own. Second, this approach to achieving equity focuses on patching things up after competitive markets have reached equilibrium, but it is unclear whether any political system would in fact adopt such policies. Still, the lump-sum vision is an attractive one because efficiency gains from competitive markets offer opportunities for Pareto improvements, from which everyone can be made better off. The approach has been widely used in applied economics, especially in the field of law and economics, to evaluate various policy options.¹ For example, in the theory of contracts, a lawyer might argue that all contracts should be kept, regardless of unforeseen factors that may have occurred. Economists, on the other hand, have asked whether breaching some types of contracts might be efficient, creating added utility that could be shared by all parties.

**Education and Initial Endowments**

Another approach to finding desirable equity-efficiency trade-offs focuses specifically on using general-equilibrium models to study the relative merits of various ways of altering initial endowments. Because many people believe that education may be the best route to achieving a more equitable distribution of income, considerable attention has been devoted to looking at the potential effects of large educational subsidies. In one recent study, for example, the authors use a simple general-equilibrium model to study the equity-efficiency trade-offs that arise through the use of subsidies for higher education.² They then compare these to what might be obtained through taxes and transfers or through a general program of wage subsidies for low-productivity workers. A key element of their model is that people have differing abilities that affect both their chances for success in school (i.e., graduation) and their future wages. Greater subsidies for higher education help to equalize wages but also involve some deadweight losses because they lure people into higher education that is not a good match for their ability. Perhaps surprisingly, the authors conclude that education may not be an efficient way to alter initial endowments. They find that wage subsidies dominate both education and tax/transfer schemes in that any given level of government spending provides more final utility.

---


places we stressed that competitive market forces determine only relative, not absolute, prices and that to examine how the absolute price level is determined we must introduce money into our models. Although a complete examination of this topic is more properly studied as part of macroeconomics, here we briefly explore some questions of the role of money in a competitive economy that relate directly to microeconomics.

Nature and Function of Money
Money serves two primary functions in any economy: (1) it facilitates transactions by providing an accepted medium of exchange, and (2) it acts as a store of value so that economic actors can better allocate their spending decisions over time. Any commodity can serve as “money” provided it is generally accepted for exchange purposes and is durable from period to period. Today most economies tend to use government-created (fiat) money because the costs associated with its production (e.g., printing pieces of paper with portraits of past or present rulers or keeping records on magnetic tape) are very low. In earlier times, however, commodity money was common, with the particular good chosen ranging from the familiar (gold and silver) to the obscure and even bizarre (sharks’ teeth or, on the island of Yap, large stone wheels). Societies probably choose the particular form that their money will take as a result of a wide variety of economic, historical, and political forces.

Money as the Accounting Standard
One of the most important functions money usually plays is to act as an accounting standard. All prices can be quoted in terms of this standard. In general, relative prices will be unaffected by which good (or possibly a basket of goods) is chosen as the accounting standard. For example, if one apple (good 1) exchanges for two plums (good 2):

$$\frac{P_1}{P_2} = \frac{2}{1}$$ (10.5)

and it makes little difference how those prices are quoted. If, for example, a society chooses clams as its monetary unit of account, an apple might exchange for four clams and a plum for two clams. If we denote clam prices of apples and plums by $P'_1$ and $P'_2$, respectively, we have

$$\frac{P'_1}{P'_2} = \frac{4}{2} = \frac{2}{1} = \frac{P_1}{P_2}$$ (10.6)

We could change from counting in clams to counting in sharks’ teeth by knowing that 10 sharks’ teeth exchange for 1 clam. The price of our goods in sharks’ teeth would be

$$P'_1 = 4 \cdot 10 = 40$$

and

$$P'_2 = 2 \cdot 10 = 20$$ (10.7)
One apple (which costs 40 teeth) would still exchange for 2 plums that cost 20 teeth each.

Of course, using clams or sharks’ teeth is not very common. Instead, societies usually adopt paper money as their accounting standard. An apple might exchange for half a piece of paper picturing George Washington (i.e., $0.50) and a plum for one-fourth of such a piece of paper ($0.25). Thus, with this monetary standard, the relative price remains two for one. Choice of an accounting standard does not, however, necessarily dictate any particular absolute price level. An apple might exchange for four clams or four hundred, but, as long as a plum exchanges for half as many clams, relative prices will be unaffected by the absolute level that prevails. Absolute price levels are obviously important, however, especially to people who wish to use money as a store of value. A person with a large investment in clams obviously cares about how many apples he or she can buy with those clams. Although a complete theoretical treatment of the price level issue is beyond the scope of this book, we do offer some brief comments here.

**Commodity Money**

In an economy where money is produced in a way similar to any other good (gold is mined, clams are dug, or sharks are caught), the relative price of money is determined like any other relative price—by the forces of demand and supply. Economic forces that affect either the demand or supply of money will also affect these relative prices. For example, Spanish importation of gold from the New World during the fifteenth and sixteenth centuries greatly expanded gold supplies and caused the relative price of gold to fall. That is, the prices of all other goods rose relative to that of gold—there was general inflation in the prices of practically everything in terms of gold. Similar effects would arise from changes in any factor that affected the equilibrium price for the good chosen as money. Application 10.4: Commodity Money looks at some current debates about adopting a gold or other commodity standard.

**Fiat Money and the Monetary Veil**

For the case of fiat money produced by the government, the analysis can be extended a bit. In this situation, the government is the sole supplier of money and can generally choose how much it wishes to produce. What effects will this level of money production have on the real economy? In general, the situation would seem to be identical to that for commodity money. A change in the money supply will disturb the general equilibrium of all relative prices, and, although it seems likely that an expansion in supply will lower the relative price of money (that is, result in an inflation in the money prices of other goods), any more precise

---

**Micro Quiz 10.5**

Sometimes economists are not very careful when they draw supply and demand curves to state clearly whether the price on the vertical axis is a relative (real) price or a nominal price. How would a pure inflation (in which all prices rise together) affect:

1. A supply and demand curve diagram that has relative price on the vertical axis?
2. A supply and demand curve diagram that has nominal price on the vertical axis?
Throughout history both commodity and fiat money have been widely used. Today we are more accustomed to fiat money—money that is produced by the government at a cost much lower than its exchange value. The ability to control the supply of such money gives governments substantial power to control the general price level and many other macroeconomic variables. In contrast, the use of a particular commodity as money tends to arise by historical accident. Once a social consensus is reached that a certain good will serve as a medium of exchange, the amount of such money in circulation will be determined by the usual laws of supply and demand. Some economists believe this is a desirable feature of using commodity money because it severely limits what governments can do in terms of monetary policy. Regardless of where one comes down on this issue, examining some experiences with commodity money can provide insights about how the monetary and real sectors of any economy are related.

### The Gold Standard

Gold has been used as money for thousands of years. In the nineteenth century, this use was formalized under the “gold standard.” The process of establishing the standard started in 1821 with the British decision to make the pound freely tradable for gold at a fixed price. Germany and the United States quickly followed the British lead, and by the 1870s most of the world’s major economies tied the values of their currencies to gold. This implicitly established an international system of fixed exchange rates. It also limited the power of governments to create fiat money because of the need to maintain a fixed price of their currencies in terms of gold.

Two features of economic life under the gold standard are worth noting. First, because economic output tended to expand more rapidly than the supply of gold during much of the nineteenth century, this was generally a period of falling prices. That is, the price of gold (and currencies tied to gold) increased relative to the price of other goods. Second, any periods of general inflation tended to be associated with new gold discoveries. This was especially true in the United States following gold discoveries in 1848 (in California) and in 1898 (in the Yukon).

### Bimetallism

Gold and silver were both used as commodity money in the early history of the United States. The government set the official exchange ratio between the two metals, but that ratio did not always reflect true relative scarcities. Usually gold was defined to have an exchange value higher than its true market value, so gold was used for most monetary transactions. But that meant that money was tight because the gold supply was growing only slowly. William Jennings Bryan’s famous “cross of gold” speech in 1896 was essentially a plea to raise the exchange value of silver so that the overall money supply could grow more rapidly. Much of the debate about bimetallism is also reflected in the Frank Baum story *The Wizard of Oz*. For example, the Wicked Witch of the East represents Eastern bankers who wished to maintain a gold-only standard. More generally, experiences with bimetallism show how difficult it is to maintain fixed money prices for two different commodity moneys when the underlying values of the commodities are subject to the laws of supply and demand.

### Cigarettes as Money

An interesting example of commodity money arising in strained circumstances is provided by R. A. Radford’s famous account of his experiences in a POW camp during World War II. Radford shows that prisoners soon settled on cigarettes as a commodity “money.” It was mainly British or French cigarettes that were used as money, because American cigarettes were generally regarded as better for smoking. Arrival of Red Cross packages with fresh cigarette supplies generally led to an overall inflation in the cigarette prices of other goods.

### TO THINK ABOUT

1. Suppose you could dictate which commodity would be used as a monetary standard, what criteria would you use in selecting the good to be used?
2. Radford’s observation about American cigarettes is an example of Gresham’s Law—that “bad” money drives out “good” money. Can you think of other historical examples of this phenomenon?

---

prediction would seem to depend on the results of a detailed general equilibrium model of supply and demand in many markets.

Beginning with David Hume, however, classical economists argued that fiat money differs from other economic goods and should be regarded as being outside the real economic system of demand, supply, and relative price determination. In this view, the economy can be dichotomized into a real sector in which relative prices are determined and a monetary sector where the absolute price level (that is, the value of fiat money) is set. Money, therefore, acts only as a "veil" for real economic activity; the quantity of money available has no effect on the real sector. Whether this is true is an important unresolved issue in macroeconomics.

**SUMMARY**

We began this chapter with a description of a general equilibrium model of a perfectly competitive price system. In that model, relative prices are determined by the forces of supply and demand, and everyone takes these prices as given in their economic decisions. We then arrive at the following conclusions about such a method for allocating resources:

- Profit-maximizing firms will use resources efficiently and will therefore operate on the production possibility frontier.
- Profit-maximizing firms will also produce an economically efficient mix of outputs. The workings of supply and demand will ensure that the technical rate at which one good can be transformed into another in production (the rate of product transformation, RPT) is equal to the rate at which people are willing to trade one good for another (the MRS). Adam Smith’s invisible hand brings considerable coordination into seemingly chaotic market transactions.
- Factors that interfere with the ability of prices to reflect true marginal costs under perfect competition will prevent an economically efficient allocation of resources. Such factors include imperfect competition, externalities, and public goods. Imperfect information about market prices may also interfere with the efficiency of perfect competition.
- Under perfect competition, there are no forces to ensure that voluntary transactions will result in equitable final allocations. Achieving equity may require some coercion to transfer initial endowments. Such interventions may involve costs in terms of economic efficiency.
- A perfectly competitive price system establishes only relative prices. Introduction of money into the competitive model is needed to show how nominal prices are determined. In some cases the amount of money (and the absolute price level) will have no effect on the relative prices established in competitive markets.

---

This leads directly to the quantity theory of the demand for money, first suggested by Hume:

\[ D_M = \frac{1}{V} \cdot P \cdot Q \]

where \( D_M \) is the demand for money, \( V \) is the velocity of monetary circulation (the number of times a dollar is used each year), \( P \) is the overall price level, and \( Q \) is a measure of the quantity of transactions (often approximated by real GDP). If \( V \) is fixed and \( Q \) is determined by real forces of supply and demand, a doubling of the supply of money will result in a doubling of the equilibrium price level.
REVIEW QUESTIONS

1. “An increase in demand will raise a good’s price and a fall in demand will lower it. That is all you need to know – general equilibrium analysis is largely unnecessary.” Do you agree? How would you use Figure 10.3 to show how changes in demand affect price? Would using this figure tell you more than would using a simple supply-demand diagram?

2. How does the approach to economic efficiency taken in Chapter 9 relate to the one taken here? How is the possible inefficiency in Figure 9.1 related to that in Figure 10.2?

3. Why are allocations on the production possibility frontier technically efficient? What is technically inefficient about allocations inside the frontier? Do inefficient allocations necessarily involve any unemployment of factors of production? In the model introduced in this chapter, would unemployment be technically inefficient?

4. In Chapter 9 we showed that the imposition of a tax involves an “excess burden”. How would you show a similar result with a general equilibrium diagram such as Figure 10.3? (Note: with the general equilibrium diagram you must be more specific about how tax revenue is used)

5. Suppose two countries had differing production possibility frontiers and were currently producing at points with differing slopes (that is, differing relative opportunity costs). If there were no transportation or other charges associated with international transactions, how might world output be increased by having these firms alter their production plans? Develop a simple numerical example of these gains for the case where both countries have linear production possibility frontiers (with different slopes). Interpret this result in terms of the concept of “comparative advantage” from the theory of international trade.

6. Use a simple two-good model of resource allocation (such as that in Figure 10.2) to explain the difference between technical efficiency and economic (or allocative) efficiency. Would you agree with the statement that “economic efficiency requires technical efficiency, but many technically efficient allocations are not economically efficient”? Explain your reasoning with a graph.

7. In Chapter 9 we showed how a shift in demand could be analyzed using a model of a single market. How would you illustrate an increase in the demand for good X in the general equilibrium model pictured in Figure 10.3? Why would such a shift in preferences cause the relative price of X to rise? What would happen to the market for good Y in this case? Should your discussion here be thought of as “short-run” or “long-run” analysis?

8. Relative prices convey information about both production possibilities and people’s preferences. What exactly is that information and how does its availability help attain an efficient allocation of resources? In what ways does the presence of monopoly or externalities result in price information being “inaccurate”?

9. Suppose that the competitive equilibrium shown in Figure 10.3 were regarded as “unfair” because the relative price of X (an important necessity) is “too high.” What would be the result of passing a law requiring that \( P_X / P_Y \) be lower?

10. In most of the theoretical examples in this book, prices have been quoted in dollars or cents. Is this choice of currency crucial? Would most examples be the same if prices had been stated in pounds, marks, or yen? Or, would it have mattered if the dollars used were “1900 dollars” or “2000 dollars”? How would you change the endless hamburger–soft drink examples, say, to phrase them in some other currency? Would such changes result in any fundamental differences? Or, do most of the examples in this book seem to display the classical dichotomy between real and nominal magnitudes?

PROBLEMS

10.1 Suppose the production possibility frontier for cheeseburgers (C) and milkshakes (M) is given by \( C + 2M = 600 \)

a. Graph this function.

b. Assuming that people prefer to eat two cheeseburgers with every milkshake, how much of each product will be produced? Indicate this point on your graph.
c. Given that this fast food economy is operating efficiently, what price ratio \((P_C/P_M)\) must prevail?

10.2 Consider an economy with just one technique available for the production of each good, food and cloth:

<table>
<thead>
<tr>
<th>Good</th>
<th>Food</th>
<th>Cloth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor per unit output</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Land per unit output</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

a. Supposing land is unlimited but labor equals 100, write and sketch the production possibility frontier.
b. Supposing labor is unlimited but land equals 150, write and sketch the production possibility frontier.
c. Supposing labor equals 100 and land equals 150, write and sketch the production possibility frontier. (Hint: What are the intercepts of the production possibility frontier? When is land fully employed? Labor? Both?)
d. Explain why the production possibility frontier of part c is concave.
e. Sketch the relative price of food as a function of its output in part c.

10.3 Suppose two individuals (Smith and Jones) each have 10 hours of labor to devote to producing either ice cream \((X)\) or chicken soup \((Y)\). Smith’s demand for \(X\) and \(Y\) is given by

\[
X_S = 0.3I_S \quad \frac{P_X}{P_Y}
\]

\[
Y_S = 0.7I_S \quad \frac{P_Y}{P_X}
\]

whereas Jones’s demands are given by

\[
X_J = 0.5I_J \quad \frac{P_X}{P_Y}
\]

\[
Y_J = 0.5I_J \quad \frac{P_Y}{P_X}
\]

where \(I_S\) and \(I_J\) represent Smith’s and Jones’s incomes, respectively (which come only from working).

The individuals do not care whether they produce \(X\) or \(Y\) and the production function for each good is given by

\[
X = 2L
\]

\[
Y = 3L
\]

where \(L\) is the total labor devoted to production of each good. Using this information, answer the following:
There are also 100 units of labor available in region \( A \). In the country of Ruritania there are two regions, \( A \) and \( B \). Two goods (\( X \) and \( Y \)) are produced in both regions. Production functions for region \( A \) are given by

\[
X_A = \sqrt{L_X} \\
Y_A = \sqrt{L_Y}
\]

\( L_X \) and \( L_Y \) are the quantity of labor devoted to \( X \) and \( Y \) production, respectively. Total labor available in region \( A \) is 100 units. That is,

\[
L_X + L_Y = 100
\]

Using a similar notation for region \( B \), production functions are given by

\[
X_B = \frac{1}{2} \sqrt{L_X} \\
Y_B = \frac{1}{2} \sqrt{L_Y}
\]

There are also 100 units of labor available in region \( B \):

\[
L_X + L_Y = 100
\]

10.6 There are 200 pounds of food on an island that must be allocated between 2 marooned sailors. The utility function of the first sailor is given by

\[
\text{Utility} = \frac{1}{2} \sqrt{F_1}
\]

where \( F_1 \) is the quantity of food consumed by the first sailor. For the second sailor, utility (as a function of food consumption) is given by

\[
\text{Utility} = \frac{1}{2} \sqrt{F_2}
\]

10.7 There are 200 pounds of food on an island that must be allocated between 2 marooned sailors. The utility function of the first sailor is given by

10.8 Return to Problem 10.5 and now assume that Smith and Jones conduct their exchanges in paper money. The total supply of such money is $60 and each individual wishes to hold a stock of money equal to \( \frac{2}{3} \) of the value of transactions made per period.

10.9 The Edgeworth box diagram can also be used to show how a production possibility frontier is constructed for an economy as a whole. Suppose there are only two goods that might be produced (\( X \) and \( Y \)), each using two inputs, capital \( (K) \) and labor \( (L) \). In order to construct the \( X-Y \) production possibility frontier, we must look for efficient allocations of the total capital and labor available.

a. Draw an Edgeworth box with dimensions given by the total quantities of capital and labor available (see Figure 10.4).

b. Consider the lower-left corner of the box to be the origin for the isoquant map for good \( X \). Draw a few of the \( X \) isoquants.

c. Now consider the upper-right corner of the box to be the origin for the isoquant map for good \( Y \). Draw a few \( Y \) isoquants (as in Figure 10.5) in the Edgeworth box.

d. What are the efficient points in the box you have drawn? What condition must hold for a given allocation of \( K \) and \( L \) to be efficient?
e. The production possibility frontier for X and Y consists of all the efficient allocations in the Edgeworth box. Explain why this is so. Also explain why inefficient points in the box would be inside the production possibility frontier.

f. Use the connection between your box diagram and the production possibility frontier to discuss what the frontier would look like in the following cases:
   i. Production of good X uses only labor, production of good Y uses only labor.
   ii. Both X and Y are produced using K and L in the same fixed proportions as the inputs are available in the economy and both exhibit constant returns to scale.
   iii. Both X and Y have the same production function and both exhibit constant returns to scale.
   iv. Both X and Y are produced using the same production function and both exhibit increasing returns to scale.

10.10 Smith and Jones are stranded on a desert island. Each has in her possession some slices of ham (H) and cheese (C). Smith prefers to consume ham and cheese in the fixed proportions of 2 slices of cheese to each slice of ham. Her utility function is given by \( U_S = \min(10H, 5C) \). Jones, on the other hand, regards ham and cheese as perfect substitutes—she is always willing to trade 3 slices of ham for 4 slices of cheese, and her utility function is given by \( U_J = 4H + 3C \). Total endowments are 100 slices of ham and 200 slices of cheese.

a. Draw the Edgeworth Box diagram for all possible exchanges in this situation. What is the contract curve for this exchange economy?

b. Suppose Smith’s initial endowment is 40 slices of ham and 80 slices of cheese (Jones gets the remaining ham and cheese as her initial endowment). What mutually beneficial trades are possible in this economy and what utility levels will Smith and Jones enjoy from such trades?

c. Suppose that 20 slices of ham could be transferred without cost from Jones’ to Smith’s endowment. Now what mutually beneficial trades might occur and what utility levels would be experienced by Smith and Jones?

d. Suppose that Jones objects to the transfer of ham proposed in part c and states “I’d rather throw the ham away than give it to Smith.” If Jones carries through on her threat, what mutually beneficial trades are now possible and what utility levels will be experienced by Smith and Jones?

e. Suppose that Smith expects the ham transfer from Jones and, through carelessness, allows 20 slices of her initial ham endowment to spoil. Assuming the transfer from Jones actually happens, now what mutually beneficial trades are possible, and what are the potential utility levels for Smith and Jones?

f. Suppose now that both of the adverse incentive effects mentioned in parts d and e occur simultaneously. What mutually beneficial trading opportunities remain, and what are the potential utility levels for Smith and Jones?